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Abstract One possibility direction to assist routing in Mo-6

bile Ad Hoc Network (MANET) is to use geographical lo-7

cation information provided by positioning devices such as8

global positioning systems (GPS). Instead of searching the9

route in the entire network blindly, position-based routing10

protocol uses the location information of mobile nodes to11

confine the route searching space into a smaller estimated12

range. The smaller route searching space to be searched,13

the less routing overhead and broadcast storm problem will14

occur.15

In this paper, we proposed a location-based routing pro-16

tocol called LARDAR. There are three important character-17

istics be used in our protocol to improve the performance.18

Firstly, we use the location information of destination node19

to predict a smaller triangle or rectangle request zone that20

covers the position of destination in the past. The smaller21

route discovery space reduces the traffic of route request22

and the probability of collision. Secondly, in order to adapt23

the precision of the estimated request zone, and reduce the24

searching range, we applied a dynamic adaptation of request25

zone technique to trigger intermediate nodes using the lo-26

cation information of destination node to redefine a more27

precise request zone. Finally, an increasing-exclusive search28

approach is used to redo route discovery by a progressive29
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increasing search angle basis when route discovery failed. 30

This progressive increased request zone and exclusive search 31

method is helpful to reduce routing overhead. It guarantees 32

that the areas of route rediscovery will never exceed twice 33

the entire network. Simulation results show that LARDAR 34

has lower routing cost and collision than other protocols. 35

Keywords MANET . Location-aware . Position-based 36

routing protocol . GPS 37

1 Introduction 38

The advances in wireless communication and portable com- 39

puting devices have made mobile computing possible. There 40

are currently two variations of mobile wireless networks. The 41

first is known as the infrastructure networks, which have fixed 42

base stations. The mobile nodes connect to, and communi- 43

cate with, the nearest base station within their communication 44

range. A handoff occurs from the old base station to the new 45

when the mobile unit travels out of range of one base station 46

and into the range of another. The second type of mobile 47

wireless network is the infrastructureless mobile network, 48

commonly known as mobile ad hoc network (MANET). A 49

mobile ad hoc network is a collection of mobile nodes that are 50

dynamically and arbitrarily located so that the interconnec- 51

tions between nodes are capable of changing on a continual 52

basis. Unlike conventional wireless networks, ad hoc net- 53

works are wireless networks with no fixed routers, hosts, or 54

wireless base stations. In an ad hoc network, there is no ded- 55

icated base station to manage the channel resources for each 56

network node. Carefully designed distributed medium ac- 57

cess techniques must be used for channel resources. Nodes 58

of these networks function as routers, which discover and 59

maintain routes to other nodes in the network. 60
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In recent years, routing protocol in ad hoc networks as a61

research topic has started to receive more attention. Many62

graph-based routing protocols have been proposed for mo-63

bile ad hoc networks [1–8]. These protocols use the known64

connectivity relation with its neighbors to do route discovery65

blindly. Blindly searching a whole network produces huge66

routing traffic and collision. It not only wastes a large por-67

tion of wireless bandwidth, but also induces higher route68

construction time. In order to reduce the routing overhead,69

a novel routing protocol, called position-based routing pro-70

tocol, which using the location information of mobile nodes71

to assist the routing task has attracted more attention. The72

availability of small, low-power global positioning system73

receivers for calculating relative coordinates make it possi-74

ble to apply position-based routing algorithms in mobile ad75

hoc networks. Using location information to improve per-76

formance of a mobile computing system routing has been77

suggested in [16–26].78

The position-based routing algorithms require that infor-79

mation about the physical position of the participating nodes80

be available. Usually, each node determines its own geo-81

graphical location through the use of GPS or some other type82

of positioning device [9–15]. A survey of these methods can83

be found in [13]. A location service is used by the sender84

of a packet to determine the position of the destination and85

to include it in the packet’s destination address. The rout-86

ing decision at each node is then based on the destination’s87

position contained in the packet and the position of the for-88

warding nodes. Position-based routing thus does not require89

the maintenance of routes by transmitting messages to keep90

routing tables up to date. As a further advantage, position-91

based routing supports the delivery of packets to all nodes92

in a given geographic region in a natural way. This type of93

service is called geocasting [17, 22].94

This paper investigated the routing problem in MANET95

by using the location information of mobile nodes. We pro-96

posed an approach named Location-Aware Routing protocol97

with Dynamic Adaptation of Request zone (LARDAR). This98

uses the geographical location to define a route searching99

space, called a request zone, for the specified destination100

node. Using the destination node’s location, location infor-101

mation obtained time (i.e., the timestamp when the destina-102

tion’s location was collected), and velocity, we can predict a103

smaller triangle or rectangle request zone which covers the104

possible location of destination in the past time. The smaller105

route discovery space reduces the traffic of route request and106

the probability of collision. In order to refine the estimated107

request zone and reduce the searching range, we also intro-108

duce a dynamic adaptation of request zone technique in our109

protocol to trigger intermediate nodes using its more fresh110

location information of destination node or the information111

provide by precedent node to redefine a more precise request112

zone to improve the performance of routing protocol. In our113

protocol, an increasing-exclusive search approach is used to 114

redo route discovery by a progressive increasing searching 115

angle basis when previous route request failed. This progres- 116

sive increase request zone and exclusive search method is 117

helpful to reduce routing overhead. Simulation results show 118

that our LARDAR has lower route setup time, routing cost 119

and collision than LAR proposed in [20]. 120

The rest of the paper is organized as follows. Section 2 121

presents some proposed protocols. Section 3 shows the 122

motivation of our LARDAR. Our protocol is described in 123

Section 4. Section 5 presents the simulation results. Finally, 124

we give a conclusion in Section 6. 125

2 Related work 126

Y. Ko and N. H. Vaidya proposed a location-aided routing 127

(LAR) in mobile ad hoc Networks [20]. LAR tries to exploit 128

location information in the route discovery process. In the 129

discovery procedure of LAR, source node S uses the loca- 130

tion information of destination node D to estimate the region 131

that the destination node expects to appear, they called it the 132

expected zone. Given t1, node S knows that node D was at 133

location L0(x0, y0) at time t0, and D’s average moving speed 134

is v. Then, S may determine the expected zone to be a cir- 135

cular region with a radius v(t1 − t0) and centered at location 136

L0(x0, y0), see Fig. 1. If S does not know the location of 137

D, the expected zone is set equal to the entire network. Us- 138

ing the expected zone and the location of S, source S can 139

define a request zone as show in Fig. 2(a) and (b) when S 140

is outside or within the expected zone respectively. To in- 141

crease the probability that the route request will reach D, 142

the request zone should include the expected zone. LAR 143

is based on flooding with one modification as follows. In 144

LAR, the route request packet is only forwarded by nodes 145

that are within the request zone. For instance, in Fig. 2(a), 146

if node I1 receives a route request from S, it relays the re- 147

quest to its neighbors since it is within the request zone. 148

When I2 receives a request packet, it discards this packet 149

immediately, as it is outside the request zone. This is bet- 150

ter than a blind search in the whole network as traditional 151

flooding algorithms do and can save on routing costs. The 152

route discovery success ratio depends on the request zone. If 153

S does not know D’s location, the LAR algorithm reduces to 154

the basic flooding algorithm by blindly searching the whole 155

network. 156

L0

v(t1-t0)

Fig. 1 The expected zone
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Fig. 2 (a) S is outside the
expected zone. (b) S is within
the expected zone

Another request region confined algorithm, A Distance157

Routing Effect Algorithm for Mobility (DREAM), is pro-158

posed by S. Basagni et al. [19]. In DREAM, each node159

maintains a location database that stores location information160

about nodes that are part of the network. Each node regularly161

floods packets to update the location information maintained162

by the other nodes. The accuracy of such an entry depends163

on its age. A node can control the accuracy of its location164

information available to other nodes by location update fre-165

quency and location update travel distance. Concerning the166

maintenance of the location database, DREAM can be clas-167

sified as proactive routing protocol. The route construction168

is based on an on demand fashion, like a reactive routing169

algorithm. When the source node needs to transmit a mes-170

sage, it uses the location information of the destination node171

to estimate the direction of the destination node, and then172

forwards the message to all its one-hop neighbors within this173

confined direction. Each neighbor node in the confined di-174

rection repeats the same procedure until the message reaches175

the destination node if it is reachable. Assume that source176

node S wants to transmit a message to destination node D at177

time t1. If, at time t1, S knows D’s location obtained at time178

t0, and D’s average speed v in the interval from t0 to t1, then179

S can use the location information of D to estimate the direc-180

tion of D, as depicted in Fig. 3. S transmits the message to its 181

one-hop neighbors I1 and I2, because they are confined in the 182

direction [θ−α, θ+α]. Neighbor node I1 and I2 repeats the 183

same procedure until node D is reached. If r is the maximum 184

distance that D can travel from time t0 to t1, and D is the 185

distance between S and D, the value of α can be computed as 186

follows: 187

α = sin−1

(
r

d

)
, where r = v(t1 − t0) (1)

If r > d, then D can be in any direction. In this case, the 188

value of α will be set to π . If node S does not know the loca- 189

tion of node D, then S transmits the message by a Recovery 190

procedure. 191

Y. Yu et al. proposed a Geographical and Energy Aware 192

Routing protocol (GEAR) to reduce route search over- 193

head [29]. GEAR uses energy aware and geographical in- 194

formed neighbor selection to route a packet towards the tar- 195

get region. A recursive geographic forwarding or restricted 196

flooding algorithm is used to disseminate the packet in- 197

side the destination region. This protocol attempts to bal- 198

ance energy consumption and thereby increase network 199

lifetime. 200

I1

I2

I1
' S

D

r

d

In

Fig. 3 The expected direction
of destination node D at time t1
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3 Motivation201

We propose a protocol to improve the routing performance202

according to the drawbacks of LAR, DREAM and GEAR in203

the following aspects.204

In LAR algorithm, the request zone is defined to be the205

smallest rectangle that includes the source node and the ex-206

pected zone, such that the sides of the rectangle are parallel207

to the X and Y axes. In order to reduce the route search-208

ing space, we defined a triangle-shaped request zone. The209

triangle-shaped request zone is smaller than the request zone210

defined in LAR and guarantees to cover the source node211

and the expected zone. When the route discovery fail in the212

first attempt, LAR redo route discovery by flooding that en-213

larges the request zone to entire network rapidly. We adopted214

a progressive search angle increasing mechanism to avoid215

huge routing traffic and collision, caused by the flooding216

policy used by LAR. On the other hand, we introduced an217

exclusive searching method to limit the number of partici-218

pant nodes in the route rediscovery under an upper bound of219

2n, where n is the total number of nodes in the network. The220

exclusive searching method guarantees that the number of221

route request packets be forwarded in the reroute procedure222

never exceeds twice the number of request packets relayed by223

flooding.224

DREAM requires that all nodes maintain position infor-225

mation about every other node. The communication com-226

plexity of a position update and the position information227

maintained by each node scales with O(n). Due to the228

communication complexity of position updates, DREAM229

is inappropriate for large scale and general purpose ad hoc230

networks. The routing success rate of DREAM is not only231

closely relying on fresh location information of the recipient232

but also the precise location database in each intermediate233

node that participates in routing. The performance impacted234

by more location error facts than LAR. Considering Fig. 3235

as an example, when S wants to send message to D at time236

t1, it estimates the direction of D and selects one hop neigh-237

bors that locate in this direction by the location database in238

it. If the location information of I1 in node S is out-of-date,239

assume that it is moved to I′1 before time t1, then S will make240

a mistake to choose I1 as a forwarding node and forwards241

the message to it. As Fig. 3 shows, the message is sent away242

from the destination node in the opposite direction. If the243

same situation occurred in the other node, it causes a vi-244

cious circle and the algorithm will fail. The result reveals245

that DREAM can not guarantee to enclose the forwarding246

node in the direction to destination node. If an intermediate247

node has no idea about the location of D, the route discovery248

will fail and the message is discarded in this node. The deep249

dependence on location information of all routing nodes in-250

creases the probability of routing failure. To overcome this251

problem, our protocol LARDAR applies a dynamic adapta-252

tion of request zone approach. This approach uses the newest 253

location information of destination node carried in the route 254

request packet or stored in the intermediate node’s location 255

database to adapt request zone dynamically. We will detail 256

our protocol in next section. 257

In GEAR, the route request packet is forwarded according 258

to an energy-aware neighbor computation that selects a next- 259

hop node based on the learned cost or estimated cost [29]. 260

For the definition of learned cost or estimated cost in GEAR, 261

the route discovery is highly depending on the information 262

of neighbor nodes such as location, energy level, and learned 263

cost, etc.. GEAR is assumed to design for static (i.e., immo- 264

bile) sensor networks. In the immobile topology of sensor 265

networks, the neighbors and neighbors’ location are fixed. 266

The update of the information of neighbors is infrequently 267

and easily. The overhead of control packet might be negligi- 268

ble in the static topology. On the contrary, applying GEAR 269

in high mobility MANET, a huge control overhead will be 270

induced for the neighbors’ information update that might de- 271

grade the performance and scalability. It is not trivial for the 272

neighbors’ information update in a mobile ad hoc network. 273

In the high mobility MANET, the route discovery of GEAR 274

is more sensitive to the error of neighbors’ information, e.g., 275

location error, learned cost or estimated cost error. The in- 276

correct or loss of neighbor information will break down the 277

route discovery. Another problem of GEAR is its energy bal- 278

ance technique might increase the average path length. In this 279

case, there are more nodes burning their energy and the trans- 280

mission latency increases. The incorrect or loss of neighbor 281

information does not crash our LARDAR because the route 282

request can be do by flooding in current hop and the con- 283

fined search will work again while the neighbor information 284

is acquired. The triangle request zone of LARDAR forces 285

the request packet to propagate as straight to destination as 286

possible. It has a higher chance to find a shorter path. 287

4 The LARDAR routing protocol 288

4.1 The definition of expected zone 289

In this section, we discuss the definition of expected zone 290

based on the same assumption described in Section 2. There 291

are two methods to define the expected zone. The first method 292

is the same as LAR that is described in Section 2. Considering 293

the first definition, source node S estimates an expected zone 294

that is a circular region of radius v(t1 − t0), centered at loca- 295

tion L0(x0, y0). The circle is a region that potentially contains 296

destination node D between time t0 and t1. When the route 297

request arrived the original location of D, some time passed, 298

say �t . In this time interval, node D might travel outside the 299

expected zone. In order to calculate a more exact expected 300

zone, we must take the time interval �t into account. Another 301
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definition of expected zone can be defined as a circular region302

with a radius v[(t1 + �t) − t0]. This method is more precise303

than the first. In this method, a challenge is how to determine304

the value of �t . For simplicity, �t can be set to half of the305

round trip time between S and D. Another more precise and306

complex method to get the value of �t is as follows: When S307

received a packet from D, S adds the location information of308

D and the transmission time of this packet from D to S into309

its routing table. If S needs to calculate an expected zone for310

D, we can let �t as the transmission time from D to S that is311

recorded in the routing table of S.312

4.2 The definition of request zone313

According to the relative location between the source node314

and the expected zone, the definition of request zone can be315

classified as follows:316

317

• Source node is outside of expected zone—318

TRIANGLEZONE: If source node S is outside of the ex-319

pected zone, we define the request zone to be the small-320

est isosceles triangle, named TRIANGLEZONE, which in-321

cludes the current location of S and the expected zone. There322

are two advantages to define a TRIANGLEZONE request323

zone. Firstly, a TRIANGLEZONE restrains the route request324

packet to forward in a narrower space. It means that the325

request is forced to propagate as straight to destination as 326

possible. It is good for providing a higher chance to select 327

a shorter route. Secondly, the area of TRIANGLEZONE is 328

less than the area of rectangle request zone defined by LAR. 329

It means that our algorithm confined the route search to a 330

smaller space. For instance, in Fig. 4(a), the area of TRIAN- 331

GLEZONE whose corners are S, E and G is less than the area 332

of rectangle request zone with the corners S, A, B and C that 333

is defined by LAR. The area of TRIANGLEZONE �SEG 334

can be computed as follows: 335

A�SEG = (d + r )2 tan α

= (√
(xd − xs)2 + (yd − ys)2 + r

)2
tan α (2)

The area of rectangle �SABC can be represented by the 336

following equation: 337

A�SABC = (xd − xs + r )(yd − ys + r ) (3)

Using Eqs. (2) and (3), we define the request zone reduction 338

ratio between �SEG and �SABC as below: 339

R = 1 − (A�SEG/A�SABC)

= 1 − (
√

(xd − xs)2 + (yd − ys)2 + r )2 tan α

(xd − xs + r )(yd − ys + r )
(4)

Fig. 4 (a) TRIANGLEZONE,
source node S outside the
expected zone. (b) RECTZONE,
S within the expected zone. (c)
CIRCLEZONE, S within the
expected zone
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By Eq. (4), we find that the request zone reduction ratio340

R is inverse proportion to the searching angle α. The smaller341

the search angle, the smaller the search space is probing, and342

a lower routing overhead is required. Therefore, the routing343

cost and the routing success rate can be controlled by adapting344

the search angle.345

In the route request procedure, the location of S, the dis-346

tance between S and F, angle α and β must be included into347

the route request message, we define request zone to be a348

TRIANGLEZONE (see Fig. 4(a)). When a node receives349

the request, it uses the information for determining if it is350

a forwarding node. The detailed operation is described in351

Section 4.3.352

If there are holes in the triangle zone, the route discoveries353

are likely to be done multiple times, which in turn increases354

the routing overhead and the route setup time. To overcome355

the problem caused by hole, a hole detection technique is356

included in the TRIANGLEZONE computation. The detail357

of this technique is as follows. In the TRIANGLEZONE358

computation process at each node, the node checks if there359

are neighbors locate within the TRIANGLEZONE by using360

the neighbors’ location information that are recorded in361

its neighbor table. If there is no neighbor node within the362

TRIANGLEZONE, it means that a hole exists and the route363

request packet can not be forwarded to the destination in this364

request zone successfully. It will increase the search angle365

and recalculate a TRIANGLEZONE until there is no hole366

exists or the search angle is greater than the threshold. The367

route request packet is send only when there is no hole exists.368

Another method to reduce the probability of hole is applying369

directional antenna technique. If all nodes equip with370

directional antenna, their transmission radius will increase.371

It means that the root node of the TRIANGLEZONE (i.e.,372

sender) will has higher chance to cover neighbor within its373

transmission range. The routing overhead and the routing374

success rate can be controlled by correctly select the value of375

angle increment and threshold. They are heuristic and could376

be improved by genetic algorithm. Hence, the problem of377

hole can be reduced by the above techniques.378

379

• Source node is within the expected zone—380

If source node S is within the expected zone, there are two381

ways to define the request zone.382

383

RECTZONE: The first one is the same as LAR that de-384

fines the request zone to be the smallest rectangle, called385

RECTZONE, which includes S and the expected zone. The386

example in Fig. 4(b) is a RECTZONE with corners at point387

A, B, C and E. In this case, the coordinates of B and E must388

be included into the route request packet. The coordinates389

of B and E are used for the forwarding node membership390

determination by next hop node in the route request process.391

CIRCLEZONE: The second method defines the request 392

zone to be a circle, called CIRCLEZONE, which is equal 393

to the expected zone, shown in Fig. 4(c). It is quite obvi- 394

ous that the CIRCLEZONE confines the routing space to a 395

smaller area than RECTZONE. In the route request proce- 396

dure, the necessary information to be carried in the request 397

message for forwarding node membership judgment is the 398

location of destination and the radius of the CIRCLEZONE. 399

While a sender that used a TRIANGLEZONE in last rout- 400

ing process fails to find the route to a destination within a 401

timeout interval, it enlarges the TRIANGLEZONE by in- 402

creasing the search angle with an angle increment. If a route 403

is not discovered when the search angle exceeds a thresh- 404

old, the source node expands the request zone to the entire 405

network and reroutes again. If source node has no location 406

information of destination node, it defines the request zone to 407

the entire network and initiates a route discovery by flooding. 408

4.3 Determining the membership of forwarding node 409

In the route discovery procedure, only the node within the 410

request zone, called the forwarding node, can relay a route 411

request packet to the next hop. Each node must have the abil- 412

ity to determine if it is a forwarding node. The determination 413

of forwarding membership depends on the information of 414

request zone carried in the request packet. 415

If a node receives the route request packet with TRIAN- 416

GLEZONE information described in Section 4.2, it deter- 417

mines if it is inside the TRIANGLEZONE. If it is within the 418

TRIANGLEZONE, then it is a forwarding node. There are 419

many methods to determine if a node is within a TRIANGLE- 420

ZONE. For example, in Fig. 4(a), when the node Ii receives 421

route request from node S, it uses the TRIANGLEZONE in- 422

formation to determine that if angle γ is less than angle α and 423

l∗cosγ is less than d + r , then node Ii is a forwarding node. 424

Otherwise, it is not a forwarding node. This judgment can be 425

deduced by polar coordinates or coordinates transformation. 426

We leave the development to the readers. 427

While a node receives a route request packet carrying 428

RECTZONE information, it determines the forwarding node 429

membership by checking if it is located in the RECTZONE. 430

Considering the example in Fig. 4(b), when node Ii receives 431

route request from node S, it uses the RECTZONE informa- 432

tion to determine that if xi and yi is in the range of [xd − r , 433

xd + r ] and [yd − r , yd + r ] respectively, then node Ii is a 434

forwarding node. Otherwise, it is not a forwarding node. 435

When a node receives a route request packet including 436

CIRCLEZONE information, the forwarding node member- 437

ship can be determined by judging that if it is located in the 438

CIRCLEZONE. In Fig. 4(c), when node Ii receives route 439

request from node S, it uses the RECTZONE information 440

to calculate the distance between itself and the destination.
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If this distance is less than the radius of CIRCLEZONE (i.e.,441

r ), then node Ii is a forwarding node; otherwise, it is not a442

forwarding node.443

4.4 The policy of increase-exclusive search444

Expanding the request zone to the entire network rapidly445

when route discovery fails, degrades performance and loses446

the benefits of a confined request zone based algorithm. We447

proposed an increase-exclusive search approach to improve448

this problem as follows. While a sender that used a TRIAN-449

GLEZONE in last routing process can not find the route to450

a destination within a timeout interval, it expands the TRI-451

ANGLEZONE by increasing the search angle with an angle452

increment and initiates a new route discovery until the search453

angle exceeds an angle threshold. Figure 5 shows TRIAN-454

GLEZONE �SE′G′ is expanded by increasing search angle455

from α to α′ in the rerouting process. If a route is not discov-456

ered when the search angle exceeds a threshold, the source457

node expands the request zone to the entire network and458

rerouting again. In this case, the algorithm is similar to a459

traditional flooding algorithm. The more instances of rerout-460

ing, the longer latency in determining the route to destination.461

There exists a trade-off between latency of route construction462

and the routing overhead.463

Inspecting Fig. 5 we found that the visited zone is in-464

cluded in a new expanded TRIANGLEZONE. It means that465

the route re-probing procedure will search the visited region466

repeatedly. Repeatedly searching for the same region causes467

a huge request message and exhausts a lot of resources of the468

network and forwarding nodes. The probability of finding a469

route in the visited zone by re-probing in a small time inter-470

val is very low unless the mobility is very high. Therefore,471

the visited nodes are not needed to take part in the rerout-472

ing process again unless it moves out. It means that a node473

forwarded a route request in previous route discovery proce- 474

dure does not need to forward request message again in the 475

route rediscovery. This is achieved by setting the sequence 476

number for the request packet. We included a sequence num- 477

ber in the route request packet to indicate the freshness of this 478

packet. If a forwarding node receives a request packet that has 479

been seen, it discards this packet; otherwise, it forwards this 480

packet to the next hop. It guarantees that a forwarding node 481

forwards the route request with the same sequence number 482

only once. If source node S defines the request zone to be a 483

TRIANGLEZONE in the route rediscovery procedure, S ini- 484

tiates a route request packet with the same sequence number 485

as the last route discovery procedure. We called this rerout- 486

ing policy increase-exclusive search. Let’s use the example 487

in Fig. 5 to show how it works. In the first attempt, S uses a 488

triangle �SEG as a request zone and initiates a route request 489

with sequence number 1. There are three forwarding nodes, 490

I1, I2 and I3 in this TRIANGLEZONE. Assume that I3 is 491

out of the transmission range of node S, I1, and I2. Hence, 492

only I1 and I2 can forward the request from S and record this 493

event in their seen table. There is no other node can assist 494

for relaying the request to the destination, so that the des- 495

tination will not emit a route reply packet. Because S does 496

not receive a route reply from destination D in the specified 497

time interval, it claims that the first route discovery fails and 498

retries a route discovery. If the last search angle α does not 499

exceed the threshold, S enlarges the search angle to α′ and 500

resends a route request with the same sequence number (i.e., 501

1). In this time, when I1 and I2 receive the request, they dis- 502

card it because they have forwarded a request with the same 503

sequence number before. On the contrary, when I3 receives 504

the request, it forwards it to the next hop because it never for- 505

warded this packet previously. The increase-exclusive search 506

policy avoids huge routing traffic and collision, caused by the 507

flooding policy used in LAR, when the routing process failed. 508

Fig. 5 Increase-exclusive
search process
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On the other hand, the exclusive searching mechanism limits509

the number of route requests in the route rediscovery under510

an upper bound of 2n, where n is the total number of nodes511

in the network. That is, the number of route request packets512

forwarded in the reroute procedure never exceeds twice the513

number of request packets relayed by flooding.514

The increasing-exclusive search approach can enable in-515

termediate nodes to avoid forwarding route re-discovery516

packets. But this traffic reduction mechanism may be harmful517

to route discovery since their neighbors may have changed518

during the discovery phases. The tradeoff between the routing519

overhead and the discovery efficiency should be addressed.520

The mobility problem is a challenge for mobile networks521

routing protocol design. It is hard to control and prevent522

completely. However, the re-probing interval of LARDAR is523

small so the effect for the increasing-exclusive search caused524

by the mobility problem is tolerable unless the mobility is ex-525

tremely high. The unvisited nodes are allowed to forward a526

route request packet in the re-probing procedure so they are527

not affected by the mobility problem. On the contrary, the528

visited nodes are prohibited to forward route request that529

might affect the re-probing as follows. In the high mobil-530

ity condition, a visited neighbor might move out the pre-531

vious triangle-zone before next re-probing procedure. Be-532

cause a visited node might has a chance to be an immediate533

node of the path to destination in a new triangle-zone, it534

is reasonable to allow this visited node to forward a route535

request packet in the rerouting process again. To this end,536

the visited flag in its seen table must be reset. To overcome537

this problem, the seen table reset approach is used to pre-538

vent the harmfulness of route discovery due to the move-539

ment of the visited neighbor. While the visited neighbor540

moves out the previous triangle-zone, the seen table reset541

approach is triggered to reset the related record in its seen542

table.543

The selection of the value of angle increment and thresh-544

old is heuristic. It can be improved by genetic algorithm.545

To apply a genetic algorithm for a particular problem, we546

have to define or to select the following five components:547

(1) encoding schema for potential solutions. (2) initial pop-548

ulation. (3) fitness evaluation function. (4) Alternating the549

composition of offspring. (5) Values for the various pa-550

rameters that the genetic algorithm uses [30]. Here, we551

simply describe a simple algorithm for this problem as552

follows:553

� Encoding scheme: The encoding process transforms the554

increase angle in angle space into eight bits string using555

binary coding. The angle increase range is set to [0, 90].556

� Fitness function: The fitness function is defined in Eq. (5).557

The value of fitness function is set to 0, while there is no558

path can be found in the increase angle is selected to ?. If559

there is at least one path can be found while the increase560

angle is selected to ?, the value of fitness function is set to 1. 561

f (θ ) =
{

0, no path is found whlie increase angle is ?
1, has path is found whlie increase angle is ?

(5)

� Objective function: The objective function is defined to 562

be the minimal path distance. Our goal is to find a path as 563

shorter as possible. The angle of the triangle that finds a 564

best path is the solution. 565

The genetic operation such as parent selection, crossover 566

operation, and mutation operation will iterate a lot of times 567

for problem solving. 568

4.5 Dynamic adaptation of request zone 569

In the DREAM algorithm, if an intermediate node has no 570

location information of destination node, it can not forward 571

the message to the next hop. The dependence on location 572

information of all routing nodes increases the probability of 573

routing failure. To improve this, we applied a dynamic adap- 574

tation of request zone technique in LARDAR. The location 575

information of node includes location and location informa- 576

tion obtained time. The location information obtained time, 577

denoted T , is the timestamp when the location of node was 578

collected. This timestamp is obtained according to the origi- 579

nal node’s local clock by itself. In order to update the location 580

information of node, while a node sends a packet, it encap- 581

sulates its location, denoted L , and location information ob- 582

tained time in this packet. Then, the location and timestamp, 583

(L , T ), are passed to other nodes by the packet. While a node 584

received the packet, it extracts the location and timestamp 585

carried in the packet and records both of them in routing ta- 586

ble. Repeatedly, the location information of sender can be 587

learned by all immediate nodes while a packet flows in the 588

path. For example, while a node X wants to transmit a packet 589

to another node Y, X will disperse its location information by 590

encapsulating its location, L X , and the timestamp when L X 591

was got, TX , with this packet. While Y received the packet, it 592

extracts the location and timestamp, (L X , TX ), carried in the 593

packet and records (L X , TX ) in routing table. The location 594

of node N is bound with the timestamp of the location is 595

obtained in N , and then distribute to the network by learn- 596

ing. The location information obtained time is related to the 597

clock of node that its location is concerned. Hence, the time 598

synchronization mechanism among all nodes participating 599

route discovery is not necessary. 600

In the route discovery phase, if the source node S has the 601

location information of the destination node D in its routing 602

table, it encapsulates this location information, (L D , TD), 603

in route request packet for request zone adapting. When a 604

forwarding node receives a route request, it checks that if 605
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Fig. 6 Dynamic adaptation of
request zone

there is location information of the recipient in the request606

packet or in its location database. If the location information607

of destination is found, it uses the freshest location informa-608

tion that is carried in the route request packet or stored in its609

location database to calculate the request zone dynamically610

(see Fig. 6). If the location database has newer location in-611

formation of the destination, the newer location information612

must be included in the request packet and forwarded to the613

neighbor node. Alternatively, the fresher location informa-614

tion carried by the request will be used to update the location615

database. Each forwarding node repeats the same work to616

adapt the request zone and update the location database. If617

there is no location information in the request packet or in618

the location database of the forwarding node, it can not de-619

fine a request zone. In this situation, a route request packet620

will be forwarded by flooding without the receiver’s location621

included. The behavior of the dynamic adaptation of request622

zone approach is like a virtual directional or smart antenna623

that locks a target automatically. It is helpful to adapt the624

search angle and search direction precisely and define a re-625

quest zone exactly. The success rate of route construction can626

be improved by this approach and the routing overhead can627

also be reduced. Another advantage of dynamic adaptation628

of request zone is to avoid selecting a next hop farther away629

from the destination node than the current node. That is, it630

prevents the request packet from forwarding in an opposite631

direction of the receiver. This is similar to the objective of632

the LAR scheme 2 [20].633

4.6 The procedure of route discovery634

In this subsection, we detail the procedure of route discov-635

ery in LARDAR as follows. When a source node S wants636

to transmit a message, it uses the location of the destina-637

tion node to calculate an expected zone by the approach we638

described in Section 4.1. Next, it defines a request zone to in-639

clude the expected zone according the definition we proposed 640

in Section 4.2. Finally, source S sends a route request packet 641

that includes the information of the request zone and the lo- 642

cation information of the destination in the request packet. 643

Then, node S waits for a route reply. When a node receives 644

this packet, it uses the forwarding node membership determi- 645

nation rule (see Section 4.3) to determine if it is a forwarding 646

node. If it is a forwarding node, it applies the dynamic adap- 647

tation of request zone policy (see Section 4.5) to calculate a 648

new request zone and forwards this request packet accom- 649

pany with the new request zone and the route from source 650

node. The process is repeated until the destination is reached, 651

if possible. When the destination node receives a route re- 652

quest packet, it unicasts a route reply packet along the reverse 653

direction of the route that is recorded in the request packet 654

to node S. The destination node includes its location infor- 655

mation, velocity, location information obtained time and a 656

copy of the route that is carried in the route request packet. 657

The intermediate nodes, in turn, do the same, relaying the 658

route reply by the path information within the route reply 659

until the source node S is reached. If the source node S re- 660

ceives a route reply in the default time interval, it records 661

the destination’s location information, velocity, location in- 662

formation obtained time and the searched path that carried in 663

the route reply into its routing table. If the route discovery is 664

timeout, S will initiate a new route discovery by an increase- 665

exclusive mechanism discussed in Section 4.4. After a route 666

is constructed, the transmission of DATA packet starts. 667

4.7 Route recovery 668

If a route failure is detected by the node in the path to des- 669

tination, it must recover the route as soon as possible. There 670

are some alternatives of route recovery for the node that de- 671

tected the route broken. The first alternative is the broken 672

node sends a route error packet to inform the source node a 673
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Fig. 7 Routing overhead (a) Speed = 72 km/hr, and (b) Speed = 90 km/hr

route failure has occurred. After having received a route error674

packet, the source node re-initiates a route discovery proce-675

dure to search a new path. Another alternative is to initiate676

a route discovery process by the broken node, called local677

search in LAR, to repair the broken path. This local search678

method reduces the overhead of route recovery as well as679

the latency of the route rediscovery. While the local search680

failed, it does route recovery by the first alternative.681

5 Simulation results682

We developed a simulator for our routing protocol LARDAR.683

The simulator was implemented within Global Mobile Simu-684

lation (GloMoSim) library by C++ language [27]. The Glo-685

MoSim library is a scalable simulation environment for mo-686

bile wireless network using parallel discrete-event simulation687

capability provided by PARSEC [28]. We tried to compare688

the performance of LARDAR with LAR scheme 1 (LAR1)689

that was implemented by J. Hsu and S. J. Lee and included690

within GloMoSim 2.03. The implementation of LAR scheme691

1 followed the specification proposed in [20]. Other details692

are based on the discussions with Y. B. Ko. The route setup693

time, average hop count, data delivery rate, control packet694

(i.e., routing overhead) and collision for different network695

size is investigated by simulation.696

In our simulation, all network nodes were located in a697

physical area of size 1000 × 1000 m2 to simulate actual mo-698

bile ad hoc networks. The network size was in the range of699

[200, 400, 600, 800, 1000] nodes that were generated accord-700

ing to a uniform distribution. The mobility model selected701

was the Random Waypoint model. For random waypoint, a702

node randomly selects a destination from the physical ter-703

rain, and then it moves in the direction of the destination in704

a speed uniformly chosen between the minimum and maxi-705

mum roaming speed. After it reaches its destination, the node706

stays there for a specified pause time period. In our simula-707

tion, the value of minimum roaming speed was set to 0 km/hr.708

We considered two kinds of maximum mobility speeds, 72709

km/hr and 90 km/hr. The pause time was fixed to 30 seconds.710

The propagation path loss model used in our experiment was711

the TWO-RAY model that uses free space path loss (2.0, 0.0)712

for near sight and plane earth path loss (4.0, 0.0) for far sight.713

The antenna height was hard-coded in the model (1.5 m). The 714

radio frequency of each mobile node was 2.4 GHz. The radio 715

bandwidth of each mobile node was 2 Mbps. 716

The simulation time of each run lasted for 400 seconds. 717

Each simulation result was obtained from an average of the 718

all simulation statistics. In each run, there are four application 719

connections. The traffic generators used by the four applica- 720

tion connections are CBR. The CBR simulates a constant bit 721

rate traffic generator. The generators initiated the first packet 722

(i.e., start time) in different time and sent a 512 bytes packet 723

each time. The search angle increment and threshold used in 724

LARDAR was 10◦ and 90◦ respectively. 725

Figure 7(a) and (b) show the distribution of routing 726

overhead for different network size at two kinds of speed, 727

72 km/hr and 90 km/hr, respectively. The routing overhead 728

was calculated as the total number of control packets trans- 729

mitted in the route discovery procedure. The control packets 730

included the route request packet and route reply packet for 731

LARADR and LAR1. The number of control packets of both 732

routing protocols increased when the network size enlarged. 733

With a higher number of nodes, the density of node within 734

the request zone increased, so the routing overhead also in- 735

creased. The simulation result shows that LARDAR always 736

had a lower routing overhead than LAR1. Because LAR1 737

defines a larger request zone than LARDAR and expands the 738

request zone to the entire network rapidly if last route dis- 739

covery procedure fails, it induces a higher routing overhead. 740

As can be seen, LAR1 produced a larger amount of control 741

packets that caused a higher probability of collision than is 742

shown in Fig. 8. It also increased the route setup time and 743

degraded the performance of data packet transmission (see 744

Figs. 9 and 10). 745

The total times of collision took place in LARDAR and 746

LAR1 for different network size is shown in Fig. 8. The 747

occurrence of collision for both routing protocols is raised 748

with the network size. The number of collision occurred in 749

LARDAR is much less than LAR1 for different roaming 750

speeds. The probability of collision is proportional to the 751

number of packets to be transmitted. The more nodes needed 752

to transmit packets will produce a mass scale of traffic and 753

cause more collision. As above, the request zone defined 754

by LAR1 is larger than that of LARDAR so that a greater 755

amount of nodes takes part in the route probing. The more 756
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Fig. 8 Times of collision (a) Speed = 72 km/hr, and (b) Speed = 90 km/hr
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Fig. 9 Route setup time (a) Speed = 72 km/hr, and (b) Speed = 90 km/hr
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Fig. 10 Data delivery rate (a) Speed = 72 km/hr, and (b) Speed = 90 km/hr

forwarding nodes participate in the routing process, the more757

control packets are broadcasted. This characteristic resulted758

in a higher chance of collision in LAR1 algorithm.759

Figure 9 shows that the average time, called route setup760

time, required to construct a path to a destination node for761

LARDAR and LAR1 algorithm. Figure 9(a) and (b) show the762

average of route setup time simulated at speed 72 km/hr and763

speed 90 km/hr respectively. The average route setup time764

for both routing protocols at different speeds all increased765

when the network size was growing. LAR1 requires longer766

route setup time than LARDAR for different network sizes.767

The larger number of nodes take part in the route discovery768

will cause more routing traffic and occupy more network re-769

sources. The more number of packets be transmitted at the 770

same time, the longer the delay and increased chance of colli- 771

sion. Collision induces packet retransmission and lengthens 772

transmission time. This results in a longer route construction 773

time. 774

The data delivery rate of LARDAR and LAR1 is illustrated 775

in Fig. 10. In this figure, we can find that the data delivery rate 776

of LARDAR is slightly higher than LAR1. All the delivery 777

rates are over ninety-eight percent. The data delivery rate 778

of LARDAR and LAR1 is decreased with the increase of 779

network size for the increase collision. 780

Figure 11 shows the relationship between the average hop 781

count for LARDAR and LAR1. The path length is increased 782
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Fig. 11 Average hop count (a) Speed = 72 km/hr, and (b) Speed = 90 km/hr
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with the network size. LARDAR always built a shorter route783

than LAR1. As discussed earlier, TRIANGLEZONE re-784

strains route request message to forward along a narrower785

space. It means that the request is forced to propagate in as786

straight a direction as possible. This is preferable in providing787

a higher chance to select a shorter route.788

6 Conclusions789

Using the location information of mobile nodes to assist rout-790

ing can confine the route searching space into a smaller esti-791

mated range. The smaller space to be searched, the less rout-792

ing overhead and broadcast storm problems will occur. In793

this paper, we proposed a location-based routing algorithm,794

called LARDAR, for mobile ad hoc networks. We improved795

the routing performance by three approaches. We defined a796

smaller triangle request zone to cover the possible destina-797

tion positions. To adapt the estimated request zone and reduce798

the searching range, we applied a dynamic adaptation of re-799

quest zone technique to redefine a more precise request zone.800

Finally, an increasing-exclusive search approach was used to801

redo the route discovery when the previous route discovery802

failed. It guaranteed that the areas of route rediscovery will803

never exceed twice the entire network. The comparison of804

our algorithm and LAR was studied through extensive sim-805

ulation. The experiment results show that LARDAR outper-806

forms LAR in many metrics, e.g., routing overhead, collision,807

route setup time, and average hop count. In the aspect of en-808

ergy consumption, the above metrics are all very important809

for power-saving. Therefore, LARDAR can save more power810

and lengthen system lifetime than LAR.811

Selecting a feasible value of angle increment and thresh-812

old had a great effect on the performance of our protocol.813

We described an angle increment and threshold selection al-814

gorithm by genetic algorithm. According to the intelligent815

decision capability of genetic algorithm we can get an opti-816

mal value of angle increment and threshold to improve the817

routing algorithm’s performance.818
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