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Abstract—The cognitive radio network (CRN), as a promis-
ing technique in future wireless communication networks, shall
execute some critical functionalities to enhance existing wireless
networks, such as network reconfigurability to adaptively select
networks (e.g., in IEEE P1900.4 and ETSI-RSS), spectrum op-
portunity utilization for transmissions over opportunistic links to
enhance spectrum efficiency (e.g., in IEEE 802.22), and further
cooperative relays among cognitive radios (CRs) and nodes of
coexisting multiradio systems, including heterogeneous primary
systems. To support multilink operations and networking func-
tions in CRN, traditional spectrum sensing is not enough, and we
thus develop CRN tomography to meet the general needs of CRN
operations at both the link and network levels. Borrowing the con-
cept from medical/Internet tomography via statistical inferring,
we establish the framework and methodology of CRN tomography
that can be passive monitoring or active probing defined over link-
or network-level parameter inference. Generally speaking, con-
ventional CR spectrum-sensing techniques belong to the category
of the passive link-level monitoring. Multiple-system sensing and
identification can be considered as a sort of passive network-level
CRN tomography. We further propose active link-level CRN to-
mography by examining the radio resource for transmissions.
Finally, CRN tomography using active network-level probing is
illustrated by the estimation of successful packet-transmission
probability in network operations. This paper initiates explo-
rations of CRN tomography obtaining the required parameters at
the link and network levels for successful CRN operations.

Index Terms—Cognitive radio networks (CRNs), multiple-
system sensing, network tomography, radio-resource sensing,
spectrum sensing, successful transmission probability estimation.

I. INTRODUCTION

A. Cognitive Radio Network (CRN)

THE cognitive radio (CR) technology, which was a term
first coined by Mitola [1], has attracted tremendous atten-

tion for the past decade in wireless communications due to its
potential of improving the spectrum-scarcity problem invoked
by current static spectrum-assignment policy [2]. Generally
speaking, in conventional development of CR technology, one
common approach is the opportunistic spectrum access (OSA,
such as [3]–[7]), which allows CR nodes to search and ex-
ploit the spectrum opportunities without causing interference
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to primary system (PS) nodes. Numerous available spectrum-
sharing techniques of OSA have been proposed to provide
CR nodes with the capability of sharing the wireless chan-
nel(s) with PS nodes in an opportunistic way with underlay,
overlay, or interweave structures [8]–[10]. Under this scenario,
CR and its spectrum sensing is functioning at the link level
(transmitter–receiver) for opportunistic radio transmission, i.e.,
node-to-node transmissions among neighboring nodes using
OSA, to achieve better spectrum efficiency from the throughput
of secondary system(s) (CR nodes). In recent research, such
as [10], despite establishing the CR opportunistic link trans-
mission, the development of technologies to network CR nodes
operating over the entire coexisting multiradio environment to
provide the networking “macroscale diversity,” which is known
as CRN to enhance network efficiency/throughput, given spec-
trum bandwidth as the goal, such as tremendous throughput
gain in the study of [11], is recommended.

In general, two kinds of conventional CRN scenarios are
usually considered. The first one is that CRN is a collection of
CR nodes executing the same set of networking protocols (as
the scenario in IEEE 802.22 [12]–[15]), as shown in Fig. 1(a).
In this case, all links are opportunistic links established by CR
nodes using the secondary system protocol. Thus, the most crit-
ical characteristic is that the transmissions within CRN should
be well coordinated without interference causing outage to PS.
In [14], it has been shown that network throughput improve-
ment of the overall CRN through the network-coding tech-
niques can be achieved. The other conventional CRN scenario
is a collection of heterogeneous wireless networks in which the
CR nodes facilitate the coexistence and efficient exploitation
of heterogeneous networks (as the scenario in IEEE P1900.4
and ETSI RRS [16]–[19]), as shown in Fig. 1(b). Through
the cognitive capability, CRN could overcome the problems
in conventional networks, such as the unawareness of network
status and the lack of intelligent adaptation, by observing, react-
ing, learning, and adapting to various environment stimuli [20].
On the other hand, extending from the preceding conventional
CRN scenarios, we can further define the general-sense CRN
scenario as a collection of CR nodes and nodes of coexisting
multiradio systems, including PSs exciting the same set of CR
networking protocols on top of existing networking (as in [11]
and [21]), as shown in Fig. 1(c). The links might adopt PS
protocols or secondary system protocols. That is, the nodes of
all coexisting multiradio systems, including both PSs and sec-
ondary systems, can cooperatively be interconnected and inter-
networked. Within such a CRN, the packets from a source node
would reach a destination node through multihop/multipath
cooperative relay networks composed of PS network(s) and/or
secondary system network(s). It is shown in [11] that, through
randomly generated topology simulation, the overall network
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Fig. 1. (a) Conventional CRN-1: Collection of CR nodes with the routing task accomplished by the secondary system links to connect CR nodes. (b) Conventional
CRN-2: Collection of heterogeneous wireless networks where the CR nodes facilitate the coexistence and efficient exploitation of heterogeneous networks.
(c) General-sense CRN: Collection of CR nodes and nodes of coexisting multiradio systems including PSs with the routing task accomplished by secondary
system links or PS links to cooperative relay packets.

capacity of the general-sense CRNs through network coding
study can significantly be enhanced and compared. On the other
hand, by grouping multiple relay paths, the statistical quality-
of-service guarantees are provided in [22] and [23]. These re-
sults promote us to leverage PS or coexisting wireless networks
to cooperatively relay packets. Throughout this paper, we con-
sider the general-sense CRN scenario as the complete network-
ing scenario for the terminology “cognitive radio network.”

B. General Sensing Capability of CRN: CRN Tomography

In conventional CR link (opportunistic) communication be-
tween a transmitter–receiver pair, the key enabling functionality
of CR would be spectrum sensing facilitated by detection and
estimation to supply the information to determine whether the
spectrum “hole” for the secondary system link is available.
Spectrum sensing here is defined to monitor the spectrum
bands, to capture information bearing in spectrum bands, and
then to detect the spectrum holes according to the received
signal [24]. Another CR sensing case would be location aware-
ness to obtain the accurate location information [25]–[30]. A
cognitive positioning system that achieves accuracy in both
indoor and outdoor environments is proposed with adaptive
time of arrival [28], and the fundamental limits on time delay
estimation for CR positioning are further studied in [30].

However, when we consider the CRN scenario, the require-
ment of more information toward networking the CR nodes and
PS nodes beyond link establishment induces the need for a more
general and powerful sensing methodology of CRN. For exam-
ple, CR nodes have to sense the active coexisting/neighboring
communication systems for the potential cooperation. Another
obvious example may be the routing function of CRN where
CR nodes have to determine whether the neighboring nodes
(either CR nodes or PS nodes) are reliable and trustworthy
for cooperative packet relay. To reliably capture information
for multilink operations and networking functions in CRN,
methodologies beyond link-level sensing are necessary to gen-
eralize CR spectrum sensing based on detection and estimation.

A well-known methodology to acquire network-level knowl-
edge is the cognitive pilot channel (CPC) [31], [32] in ETSI
RRS [33] or a similar concept, i.e., Radio Enabler, in IEEE

P1900.4 [17], [18], [34]. The CPC uses an invariable radio
link to convey, in real time, all necessary information to CR
nodes concerning the available frequency bands, radio access
technology, services, load situation, network policies, etc., so
that terminals can be reconfigured to connect to whatever
service that is available on whatever frequency [16]. According
to the information brought by CPC, the corresponding network-
selection strategy is developed in [35] and [36]. Since CR nodes
might avoid a scanning process of spectrum and networks, they
would benefit from lower battery consumption and connection
setup time. However, CPC requires additional constructing cost
such as common control channel bandwidth and thus is not al-
ways available when we consider a general environment such as
the coexistence of multiple systems and standards. In this case,
a kind of methodology via statistical inference and learning,
which is generalized and extended from CR link-level spectrum
sensing and without assuming any available control/signaling
channel to acquire information such as CPC performed in ETSI
RRS and radio enabler defined in IEEE P1900.4, is necessary
and should be developed. This new framework of technol-
ogy is named CRN tomography, borrowing the terminology
from well-known medical imaging and network tomography by
Vardi [37].

Definition 1.1 (CRN Tomography): CRN tomography is a
sort of statistically measuring, processing, and inferring tech-
niques that provide the parameters and traffic/interference pat-
terns for CRN operations at both the link and network levels.

Conventional CR spectrum sensing to detect spectrum hole
and location awareness to discover the distances among CR
nodes fall into straightforward scenarios of CRN tomography.
However, CRN tomography is a general term to embrace such
techniques without assuming any available control/signaling
channel to acquire information. According to the CRN tomog-
raphy concept, we can then establish a novel framework of CRN
tomography, which can be helpful for systematical explorations
of appropriate inference techniques for CRN operations. CRN
tomography shall generally consist of the acquisition of the
required information for conventional CR link transmissions
(and, thus, OSA) and CRN network operations (and, thus, to
leverage available network resources). Due to the extremely
limited radio resource among the coexisting multiradio
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primary/secondary systems and the nature of stochastic radio
links [38], [39], the information inferring of CRN tomography
is beyond the scope of Internet tomography [40]. Generally
speaking, there are three main challenges in CRN tomography:
1) to acquire information without extra cooperation among
heterogeneous networks; 2) to infer the parameter without
real-time (or online) feedback information in asymmetric or
unidirectional links; and 3) to acquire the information of mul-
tilink operations under the dynamic environments. Together
with these challenges, CRN tomography can supply much in-
formation beyond conventional network inference and existing
spectrum-sensing techniques.

The first challenge arises from the fact that CRN would
generally be composed of heterogeneous coexisting multira-
dio networks. Unlike typical wireless infrastructure or ad hoc
networks, CRN can operate as a deregulated or unlicensed,
massive, and even complex network [41] due to the coexis-
tence and interaction of multiple heterogeneous radio networks.
Nodes in CRN may operate multiple wireless communication
technologies, protocols, backbone network types, user terminal
types, network operators, etc. The nodes within a CRN may
lack full connection and cooperation, even within the radio
range or even if they execute an identical wireless protocol, due
to trust and security network functioning [21] or no cooperation
responsibility (for PS) with other coexisting systems. It creates
new challenges to acquire desirable information.

The second challenge arises from the property that the links
of CRN are generally opportunistic, asymmetric, or unidirec-
tional [38], [39], [42], which creates challenges to feedback
real-time and perfect information from the destination to the
source (e.g., ACK). The opportunistic and unidirectional link
is a special nature of CRN. Considering a link between CR
node A and CR node B in CRN, node A having an opportunity
to transmit to node B in a certain time duration does not
warrant an opportunity for node B to transmit to node A.
The security and/or traffic control of intersystem operations
suggests another possible unidirectional scenario. When CR
nodes leverage an existing PS networks to relay packets, the
successful transmission from a CR node to PS network does
not necessarily warrant the permission of transmission in the
reverse direction. Therefore, in addition to imperfect real-time
observations through detection and estimation techniques, CRN
tomography should further utilize information derived from sta-
tistical inference based on the available (delayed) observations.

Finally, CRN network layer functions, such as routing and
flow control, might need information about multiple neighbor-
ing nodes with multiple hops in depth. The multilink opera-
tions are resulted from multiradio links from one node and
multihop connections between two nodes. The communica-
tion environment of CRN is quite dynamic due to OSA and
channel variations and introduces challenges to reliably acquire
information related to multilink operations. On the other hand,
since the opportunistic links induce the rapid variations of
CRN topology, the information across multihop connections
suffers from delay or limited bandwidth or even unavailability
due to unidirectional links. Therefore, CRN tomography has
to robustly acquire appropriate and precise information for
multilink operations under highly dynamic environments.

TABLE I
FRAMEWORK OF CRN TOMOGRAPHY

We particularly note that many techniques exist for specific
parameters in CRN. Nevertheless, they belong to part of an
overall CRN tomography framework as special cases. What we
intend to provide in this paper is a novel framework of CRN
tomography, which can be helpful for systematical explorations
of appropriate inference techniques for CRN operations. In
this paper, we target at CRN environment and operations well
beyond just detection of spectrum holes or white space, which
is a novel scenario beyond traditional communication networks
and inherently with new challenges.

C. Contribution and Summary

In this paper, we propose CRN tomography as the gener-
alized spectrum sensing of a CRN node, including traditional
sensing based on detection and estimation at the link level and
inferring at the link and multilink (i.e., network) levels. We
first establish the framework of CRN tomography to provide
systematic approaches to develop and to classify appropriate
CRN tomography techniques. Specifically, CRN tomography
provides a methodology to deliver information for spectrum
management and network activities in the heterogeneous and
decentralized CRN via statistical inference or learning algo-
rithms. The framework of CRN tomography is developed via
two aspects, i.e., tomography operation and tomography pa-
rameter as Table I.

1) Tomography operation: Based on the tomography op-
eration, techniques for CRN tomography can be clas-
sified into passive monitoring or active probing. Most
traditional spectrum-sensing techniques belong to passive
monitoring for the detection of the transmitter signals
[43]–[64]. However, active probing under controllable
interference for network operation can infer more net-
work information, e.g., a cognitive positioning system
of location awareness techniques [28] and request-to-
send/clear-to-send in IEEE 802.11 wireless LANs [65].
Since there is rarely a study regarding active probing in
CRN, we systematically present the active probing for
both link- and network-level inferences in CRN informa-
tion collection in Section IV, which shows the possibly
great improvement of active probing in CRN.

2) Tomography parameter: Another general purpose of
spectrum sensing is to acquire information about system/
network parameters. CRN takes care of not only link-
level transmission (transmitter–receiver) among nodes
but network-level operations (source–destination) routing
over multiple links [66], beyond conventional CR re-
search, as well. Generally speaking, the target parameters
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Fig. 2. Schema of CRN tomography.

of CRN tomography are at either the link or the network
level. Section III (passive monitoring) and Section IV
(active probing) present techniques to obtain tomography
parameters at both the link and network levels.

Consequently, we have four categories for CRN tomogra-
phy techniques: 1) passive link-level monitoring; 2) passive
network-level monitoring; 3) active link-level probing; and
4) active network-level probing.

II. CLASSIFICATIONS OF COGNITIVE RADIO NETWORK

TOMOGRAPHY TECHNIQUES

A. Passive Monitoring and Active Probing

Generally speaking, active probing of CRN tomography
involves explicit transmission of a probing signal or implic-
itly derives information from traffic. Passive monitoring to
avoid potential interference plays a dominating role in current
spectrum-sensing research, whereas active probing is intro-
duced to require or to infer information through the transmis-
sion of probing signal, under the controlled interference. As
Fig. 2, the message flow s originally exists in CRN, θ is the
unknown information of interests, and y represents observa-
tions taking values in an observation set Γ, which may be a
set of vectors, waveforms, events, or any other set, with random
nature. The purpose of CRN tomography is to infer (or to detect
or to estimate) θ according to y and full/partial information
about s, where we use an information extraction function Υ[s]
to characterize a priori knowledge of s.

For passive monitoring, we can obtain the inference result of
θ and θ̂ by

θ̂ = φP (y,Υ[s]) (1)

where φP (·, ·) is the passive inferring rule. Taking the ob-
servations y, kinds of techniques can be developed. Passive
monitoring is widely considered as spectrum sensing in CR by
inferring the target information without interfering the traffic
and behavior of CRN. Nevertheless, they can merely be applied
when observations are sufficient for provision of the inference
of θ. Sometimes, the available observations are not (or in-
sufficiently) related to the target information, which invokes
difficulties to reliably infer θ for passive monitoring, such as the
hidden terminal problem of spectrum/carrier sensing in [53].

Departing from traditional thinking, active probing may pro-
vide an alternative to obtain additional critical information be-
yond passive monitoring, which will be discussed in Section IV.
Generally speaking, in active probing, the probing signal is
transmitted to induce or enhance the correlation between the
target information and observations (and thus provide extra
knowledge for inference) surely under controllable interfer-

ence. The probing signal p may be completely or partially
known beforehand, and we use the information extraction func-
tion Λ[p] to characterize a priori knowledge of p. Hence, θ̂ is
determined in active probing by

θ̂ = φA (y,Λ[p],Υ[s]) (2)

where φA(·, ·, ·) is the active inferring rule. When active prob-
ing is used, it should be noted that the probing signal must
not significantly distort the network or link traffic or behavior
of CRN.

Equations (1) and (2) are general expressions to describe
the progress of information inference for passive and active
CRN tomography, respectively. We present them here to sys-
tematically and scientifically represent the concept of CRN
tomography for the CRN tomography framework.

B. Link- and Network-Level Parameter

The target tomography parameter is another way to classify
the techniques of CRN tomography. In general, the link-level
parameters are referred to the parameters for the establishment
of links between a transmitter node and a receiver/listening
node, such as those for spectrum sensing, spectrum access,
and distance awareness among nodes. Although there already
exists a vast amount of research at the link level, the statis-
tical inference (rather than detection/estimation) of link-level
parameters still plays a novel role in CRN operations, owing
to the opportunistic links of CRN. On the other hand, the
network-level parameters take the responsibility of network
layer functions in multiple links, as considered in two aspects
in Section I-B, such as network access, packet routing, and mo-
bility management. The parameters for the multilink network
level are seldom addressed in conventional CR study; however,
they are essential for CRN scenarios, particularly multilink
operations and cooperative networking.

Throughout this paper, we assume that, in CRN, PS links
(primary links) and secondary system links (cognitive links)
are logically numbered and form sets LP = {1, . . . , LP } and
LC = {1, . . . , LC}, respectively, and there is a set of numbered
nodes V = {1, . . . , V }. In link-level exploration, we consider
the operation of a specific cognitive link lC ∈ LC . The overall
spectrum is separated as a set of numbered channels M =
{1, . . . ,M}, where the mth channel is with frequency band-
width Bm. We suppose that, for the mth channel, the CR trans-
mitter (CR-Tx) and the CR receiver (CR-Rx) are synchronously
operating with the sensing period Tm and the sensing interval
tsm to periodically sense the spectrum. The rest of time tam =
Tm − tsm, which is known as the allocation interval, is used to
transmit signals in accordance with the sensing and allocation
results. A special case for the synchronous communication of
primary and cognitive links is that the sensing period Tm and
the sensing interval tsm are equal for all channels.

III. PASSIVE MONITORING

We start by briefly reviewing and characterizing conventional
spectrum sensing, including numerous well-known techniques
in the CR technique.
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A. Link-Level Parameter Inference

The most well-studied and well-known passive link-level
monitoring of CRN tomography is spectrum sensing. In gen-
eral, spectrum sensing is to passively detect the spectrum holes
among CR nodes under the PS operating and coexisting envi-
ronment. Consider the spectrum-sensing techniques developed
under the interweave spectrum-sharing approach, in which the
temporary frequency band voids are referred to as the spectrum
hole, meaning that no PS is active in this frequency band at
this timing. When a specific PS operates in the mth channel,
spectrum sensing is to decide between two hypotheses

y[n] =
{

w[n], H0

as[n] + w[n], H1
, n = 1, . . . , N (3)

within the sensing interval tsm, where y[n] is the complex
signal received by the CR-Rx, s[n] is the transmitted signal
of the primary transmitter (PS-Tx), w[n] is the additive white
Gaussian noise (AWGN), and a is the complex gain of an
ideal channel. H0 represents the hypothesis that no primary
signal is present, and thus, the spectrum hole is detected. H1

represents the hypothesis that a primary signal exists, and thus,
no spectrum hole is detected. For example, when we consider
the IEEE 802.22 environment to detect the TV broadcasting
signal, referring to (3), s[n] represents the TV signal, and H0

means that the spectrum hole is detected. Note that the system
model in (3) can also be applied to orthogonal frequency-
division multiplexing (OFDM) PSs where each channel repre-
sents a specific subcarrier to determine whether this subcarrier
is unused and to CDMA PSs, where each channel represents a
specific code. We can reformulate the spectrum hole detection
problem in the framework of CRN tomography:

Proposition 3.1 (Spectrum Hole Detection): We can rewrite
(3) as

y = I
P
active · as + w (4)

where y = [y[1], . . . , y[N ]]T is the observation vector, s =
[s[1], . . . , s[N ]]T is the message flow vector, w = [w[1], . . . ,
w[N ]]T is the noise vector, and I

P
active is an indicator function

that is equal to 1 if the PS-Tx is transmitting and equal to 0
otherwise. This detection problem can be reformulated as the
CRN tomography problem, where the target vector θ is the
indicator I

P
active function in this case.

According to a priori information about s, many famous
spectrum-sensing techniques including an energy detector,
matched filter, cyclostationary detection, and wavelet detection
are developed to infer I

P
active using passive monitoring due

to the fact that CR-Rx passively listens to the radio signals
from PS-Tx. When the observations of multiple CR-Rx are
available, cooperative spectrum sensing would be helpful for
better detection performance as it exploits sensor diversity
via simultaneous sensing on a channel at multiple locations.
The existing spectrum-sensing techniques are summarized in
Table II, whereas the feasibility of the spectrum-sensing tech-
niques is addressed and experimented in [64].

Remarks: The passive link-level monitoring can be applied
beyond the spectrum-hole-detection problem. For example,

TABLE II
SUMMARY OF CONVENTIONAL CR SPECTRUM-SENSING TECHNIQUES

to optimize the MAC-layer sensing and efficiently discover
spectrum opportunities, the cognitive link availability as a
probability measure is critical. In [67], the maximum likelihood
(ML) and confidence interval of estimators are adopted to
estimate the underlying channel-usage patterns as passive link-
level monitoring.

B. Network-Level Parameter Inference

After successfully presenting conventional CR spectrum
sensing as the passive link-level monitoring in CRN tomog-
raphy, we further generalize the passive tomography to infer
parameters for multilink network operation. An immediate
challenge regarding CRN comes from the identification of sys-
tem parameters among coexisting multiradio systems/networks
(such as scenario for IEEE 802.19). This is known as multiple-
system sensing, in which CR-Rx senses and identifies the
coexisting active communication systems for possible cooper-
ative packets relay, such as systems at a 2.4-GHz industrial,
scientific, and medical (ISM) band.

To conduct cooperative relay over coexisting multiradio
(heterogeneous) systems/networks, CR nodes have to quickly
associate to a selected node of CRN (either a PS or a CR node)
in a very short available time duration due to the dynamic and
opportunistic CRN environment [38], [66]. Consequently, the
multiple-system sensing (or identification) is essential at the
initial stage of association (to a selected system) for CR nodes.
The critical challenge for the multiple-system sensing problem
is the intersystem interference. Conventional techniques used
in spectrum sensing may work when only one specific PS
is possible in the target spectrum. However, when multiple
systems coexist in the spectrum, i.e., the signals might be over-
lapped in the spectrum, the intersystem interference dominates
spectrum-sensing techniques. For example, the energy detec-
tion technique can only distinguish the existence of any active
system(s). Therefore, a more reliable and general algorithm
is needed for multiple coexisting systems by applying three
techniques together to accomplish the multiple-system sensing:
1) fundamental frequency; 2) power spectrum density pattern;
and 3) fourth-order cumulant.
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1) System Model: Assume that there are Q candidate com-
munication systems with known system parameters, and each
system has one transmitter. The transmitted signal of each
system goes through a flat uncorrelated Rayleigh-fading chan-
nel with an independent complex channel amplitude ai =
|ai| · ejθi , where amplitude |ai| is Rayleigh distributed with
E|ai|2 = γ2

i and phase θi is uniformly distributed over [0, 2π].
In addition, a white Gaussian noise w(t) with zero mean and
variance σ2

w is added to the received radio signal. Suppose
that the activities of the systems remain unchanged during
the sensing interval. With the assumption of K active sys-
tems (K ≤ Q), the radio signal received by CR-Rx can be
expressed as

y(t) = Re

{
K∑

i=1

aisi(t) + w(t)

}
= Re {c(t) + w(t)} (5)

where si(t) is the signal of the ith active system, and c(t) =∑K
i=1 aisi(t). Note that the system model can be applied to

the transmitted signals of multiple systems within the same
frequency band, and we do not specify what kinds of signals
si(t) they are, e.g., OFDM, directed-sequence spread spectrum,
and frequency-shift keying signals.

Proposition 3.2 (Multiple-System Sensing): The radio signal
received by CR-Rx can be rewritten in discrete time as

y =
Q∑

i=1

I
P
active[i] · aisi + w (6)

where y = [y[1], . . . , y[N ]]T is the observed signal vector, ai is
the complex channel gain from the transmitter of the ith system
to the CR node, si = [si[1], . . . , si[N ]]T is the transmitted
signal vector of the ith system, w = [w[1], . . . , w[N ]]T is the
noise vector, and I

P
active[i] is the indicator function that is equal

to 1 if the transmission of the ith system is active and equal
to 0 otherwise. The target parameter θ is the indicator vector
IP

active = [IP
active[1], . . . , IP

active[Q]]T .
According to a priori information, different unique charac-

teristics of candidate systems can be exploited. In the following,
we propose an algorithm to infer IP

active by three methods, i.e.,
fundamental frequency, power spectrum density pattern, and
fourth-order cumulant, where the detail of the derivation can
be referred to [68].

2) Fundamental Frequency: Typical signaling in digital
communication systems gives energy peak(s) in the reciprocal
of the symbol period (baud rate) and in its harmonics. The
fundamental frequency is defined as the lowest frequency (baud
rate). Suppose that these P active systems are digital communi-
cation systems with fundamental frequency characteristic. The
transmitted signal of the ith system may be written in the form

si(t) =
∞∑

n=−∞
xi,nhi(t − nTi − τi)ej(2πfc,it+αi) (7)

for i = 1, 2, . . . ,K, where {xi,n} is the data sequence; hi(t) is
the impulse response of the pulse-shaping filter with frequency
response Hi(jω); Ti is the symbol duration; τi ∈ [0, Ti) and
αi ∈ [0, 2π) are the time offset and the phase offset, respec-

tively (with both being regarded as constants during sensing);
and fc,i is the carrier frequency. We specifically assume that
{xi,n} is zero mean variance σ2

i stationary sequences with
statistically independent and identically distributed elements.

There are various methods to extract the fundamental fre-
quency information [47], and here, we adopt the nonlinear
spectral line method with squared magnitude, followed by a
narrowband bandpass filter. Assuming c(t) with equal variance
in real and imaginary parts and independent of w(t), which is a
regular condition in a conventional digital system, E{y2(t)} =
1/2 · E{|c(t)|2 + |w(t)|2}. The squared signal y2(t) can be
decomposed as E{y2(t)} and ε(t), where ε(t) is a disturbance
term with zero mean, and thus becomes

y2(t) =
1
2

K∑
i=1

σ2
i γ2

i

Ti
Zi,1 cos

[
2π(t − τi)

Ti

]

+
1
2

K∑
i=1

σ2
i γ2

i Zi,0

Ti
+

1
2
σ2

w + ε(t) (8)

where Zi,m =(1/2π)
∫∞
−∞ Hi(jθ)·H∗

i (−j((2πm/Ti)−θ))dθ.
We can observe spectral line terms at frequencies {1/Ti} in
(8). After filtering the signal with a narrowband bandpass filter
containing all potential fundamental frequencies, these tones
can easily be detected to identify the corresponding systems.
The derivation detail of (8) is skipped and can be referred
in [68].

3) Power Spectrum Density Pattern: The transmitted sig-
nals from the active systems could be coupled in the received
radio signal of CR-Rx. Thus, the received power spectrum
density is contributed by all active systems’ signals. Under
the reasonable assumption that the power spectrum density
patterns of all candidate systems are known a priori and linear
independent, we can identify the active systems by performing
well-known singular value decomposition (SVD) to resolve the
linear combination of the received power spectrum density.

Suppose that the power spectrum density of each candidate
system is known and portioned into Z equal-bandwidth
subbands. The received signal in discrete time can be written
as y[n] =

∑K
i=1 aisi[n] + w[n], where si[n] is the transmitted

signal of the ith candidate system in discrete time with
unknown power σ2

i and known power spectrum density pattern
pi ≡ [Pi(1), Pi(ej2π/Z), . . . , Pi(ej2π(Z−1)/Z)]T . Assume that
these power spectrum density patterns {pi}Q

i=1 are linear
independent. After spectrum estimation (assuming enough
observation length is available and thus the power spectrum
estimation error can be neglected), the resulting signal can be
expressed in vector form as p̂=

∑K
i=1 γ2

i σ2
i pi+w=S · h+w,

where p̂ ≡ [P̂ (1), P̂ (ej2π/Z), . . . , P̂ (ej2π(Z−1)/Z)]T and
P̂ (ej2πz/Z)) is the estimation at frequency ωz = 2πz/Z,
S ≡ [p1,p2, . . . ,pQ]Z×Q is the power spectrum pattern
matrix, w ≡ [W (1),W (2), . . . ,W (M − 1)]T is the noise
power spectrum, and h ≡ [γ2

1σ2
1 , γ2

2σ2
2 , . . . , γ2

Qσ2
Q]T is ideally

with K nonzero elements. Note that we assume that the
noise power spectrum is slow varying and can accurately be
estimated.

Since {pi}Q
i=1 are linear independent, S is a Z × Q matrix

of rank Q. By performing SVD, S can be decomposed as
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Fig. 3. Block diagram of the general multiple-system sensing algorithm.

S = UΛVT , where U and V are a Z × Z orthogonal matrix
and a Q × Q orthogonal matrix, respectively, and Λ is a Z × Q
matrix with (i, j)-entry sii = ςi for i = 1, 2, . . . , Q and sij = 0
otherwise, where {ςi}Q

i=1 are the singular values of S. There-
fore, we can solve h by

VΛ+UT (Û − w) = VΛ+UT UΛVT h = h (9)

where Λ+ is a Q × Z matrix with (i, j)-entry qii = 1/ςi for
i = 1, 2, . . . , Q and qij = 0 otherwise.

Ideally, h contains nonzero elements only when the corre-
sponding systems are active. In practice, h is always nonzero
because of estimation errors. A serial search can be applied by
arranging the elements of h in decreasing order, i.e., k1 ≥ k2 ≥
· · · ≥ kQ. Compute the ratio

∑K̂
i=1 ki/

∑Q
i=1 ki from K̂ = 1,

and stop when the ratio exceeds a predetermined threshold.
When the search stops, the number of active systems is deter-
mined as K̂, and the corresponding elements and systems are
identified.

4) Fourth-Order Cumulant: We explore the characteristic of
power spectrum density pattern based on the additive Gaussian
noise with known covariance matrix. However, if the covariance
matrix of the additive noise is unknown, the resulting signal,
which is a linear combination of spectrum vectors, cannot
uniquely be solved. This implies that only the power spec-
trum density pattern (belonging to the second-order statistics)
is not sufficient to detect and identify the systems. High-
order statistics in which cumulants are blind to any kind of
Gaussian process [69] becomes useful to ensure the success
of the multiple-system sensing, whereas a similar problem is
investigated in [70] to detect and classify multiple sources by a
single sensor.

Suppose that the transmitted signal si[n] is modeled as a
non-Gaussian random process with fourth-order cumulant ρi

convolving a spectrum-shaping filter hi[n] with a frequency
response Hi(ejω) that |Hi(ej2πz/Z)|2 ≡ Pi(ej2πz/Z) for z =
0, . . . , Z − 1, where the power spectrum density pattern pi

is known and {pi}Q
i=1 are linear independent. The Z × Z

trispectrum matrix C can be expressed as

C =
K∑

i=1

γ4
1ρipipT

i = SΓST (10)

and Γ is a Q × Q diagonal matrix with only K nonzero
diagonal elements. Ideally, C is a real symmetric matrix with
rank K, and the number of active systems can be determined
by computing the rank of C. Unfortunately, in practice, the

estimation of C is always of full rank because of estimation
error. By performing an eigendecomposition on the estimation
of the trispectrum matrix, Ĉ can be written as

Ĉ =
Z∑

z=1

λzgzgH
z = GΣGH (11)

with the eigenvalues arranged in decreasing order. The signal
subspace is spanned by {gi}K

i=1, and the noise subspace is
spanned by {gi}Z

i=K+1. Therefore, the number of active sys-
tems and system identification can proceed by serial search
and the MUSIC algorithm, respectively. Compute the MUSIC
pseudospectrum

Rmusic(i) =
pH

i pi∑Z
z=K+1 |pH

i gz|2
(12)

and the systems with the corresponding K largest values are
selected and identified as active ones. Ideally, the trispectrum
matrix in (10) is not affected by the power of additive Gaussian
noise σ2

w, which means that the fourth-order cumulant method-
ology is expected to perform well in low-signal-to-noise-ratio
environment.

5) General Multiple-Sensing Algorithm: As a summary, we
propose the general multiple-system sensing that exploits the
preceding three system-specific characteristics to identify the
spectrum utilization status and the active system(s) over un-
correlated Rayleigh-fading channels. The block diagram of the
general multiple-system sensing algorithm is shown in Fig. 3.

Algorithm 1 General Multiple-System Sensing Algorithm
1: Energy detection and carrier locking to initiate the

algorithm.
2: Square the received radio signal and filter it by a narrow-

band bandpass filter containing all potential fundamental
frequency. Detect the fundamental frequencies, and iden-
tify the corresponding systems (Section III-B2).

3: Estimate the power spectrum density of the target spectrum.
4: If the result of step 2 is none, end; otherwise, go to step 5.
5: If the covariance matrix of noise is known, go to step 6;

otherwise, go to step 7.
6: Perform SVD of the spectrum estimation result, and iden-

tify systems (Section III-B3). End.
7: Estimate the trispectrum matrix of the target spectrum.

Perform eigenvalue decomposition of the trispectrum
matrix, and identify systems by MUSIC algorithm
(Section III-B4). End.
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TABLE III
SYSTEM PARAMETERS

Fig. 4. Flowchart of multiple-system sensing for the 2.4-GHz-band example.

6) Example—Multiple Coexisting Systems at 2.4-GHz ISM
Band: We consider multiple coexisting systems at the
2.4-GHz ISM band, which includes a wireless local area
network (802.11b and 11g), Bluetooth, and the microwave
oven as potential active systems. The system parameters for
the ordinary operating environment are listed in Table III.
The flowchart of multiple-system sensing for this example is
shown in Fig. 4. When energy detection indicates the potential
existence of active systems in the spectrum, we try to lock
the carrier frequency to 2412, 2437, and 2462 MHz. If some
carrier frequencies are locked, it implies that 802.11b or/and
802.11g systems exist in the corresponding channels. If none is
locked, there is no active 802.11b or 802.11g system. We next
apply the fundamental frequency method. Since squaring a very
broadband radio-frequency spectrum might be difficult, the
entire frequency band could be divided into several subbands to
proceed the sensing task. The fundamental frequency method
can help to determine the existence of 802.11b, 802.11g, and
Bluetooth systems from their different fundamental frequen-
cies. After spectrum estimation, we can obtain the status of
spectrum usage. If we know the power spectrum density of the
microwave oven, the power spectrum density pattern method
can be exploited. If the power spectrum density of the mi-
crowave oven is unknown, but the microwave oven interference
is modeled as an additive Gaussian noise, the fourth-order
cumulant method can be applied to identify the existence of
other active systems with non-Gaussian signals.

Remarks: In this section, we attempt to address the chal-
lenges in multiple-system sensing problems, particularly for
CRN, and to demonstrate that the multiple-system sensing can
be dealt with by the combination of existing methods, which be-

long to passive network-level CRN tomography. Passive mon-
itoring for network-level parameter(s) may be suitable when
the overhead of network connection and transmission is rare
or unavailable. For example, in multiple-system sensing, the
attempted connection to each candidate system would require
optimal identification performance since it has a short time
window under the dynamic and opportunistic link availability
in CRN.

IV. ACTIVE PROBING

Up to this point, we have emphasized the representation
of passive monitoring, which is often convenient and useful
to serve the purpose of CR link establishment. However, an
innovative thinking is to introduce a probing signal into the
CRN, surely under controlled interference to CRN operation,
to obtain information and/or parameter(s) for CRN network-
level operation by inference from the response of the probing
signal. Since the idea is just like medical tomography or Internet
tomography, we therefore adopt the term CRN tomography in
this paper. Let us start from the link-level parameter inference
for the radio resource using active probing, which is also called
radio resource tomography and provides critical information for
wireless networks. It is worthwhile to note that the probing
signal must operate under acceptable interference to the link
or network, which suggests the need for the interference metric
and impact the assessment of probing signals. Then, we can
generalize this active probing to infer parameters at the network
level by estimating/inferring the availability of opportunistic
links for cooperative relays in CRN.

A. Link-Level Parameter Interference

Although many well-known passive techniques are intro-
duced for the inference of link-level parameters in Section III-A,
the passive techniques might not be applicable for some
link-level parameters. For example, due to the hidden terminal
problem, the CR-Tx would not actually know the interference
to the PS receiver (PS-Rx) by passive listening to PS-Tx,
whereas this information is usually a premise for the power
control of CR-Tx [71]. Fortunately, active probing provides an
alternative to infer these link-level parameters. A good example
is the location awareness technique in [28] to achieve accuracy
adaptation in both indoor and outdoor by the transmission of a
stream of pulses, which is an excellent demonstration of the ac-
tive probing for link-level parameters (distance among nodes).
In this section, we develop active link-level CRN tomography to
update available radio resource that is critical in CRN operation.
Each CR-Tx has to determine the available radio resource
of each cognitive link, which is defined as the maximum
transmission power of CR-Tx with warrant of successful PS
communication. With this information, many CRN operations
can be established on top of it, such as the determination of rout-
ing paths, interference management, power control, and joint
radio-resource allocation among the heterogeneous systems.

Under the following conditions, an active radio-resource-
sensing algorithm is proposed to infer the interference from
CR-Tx to PS-Rx and then the available radio resource of the
cognitive link: 1) A feedback channel from PS-Rx to PS-Tx
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Fig. 5. Interference channel model.

in which PS-Tx can adjust its modulation and coding according
to signal-to-interference-plus-noise ratio (SINR) information of
PS-Rx and a predetermined adaptive modulation and coding
(AMC) scheme [72] and 2) CR-Rx has the capability to detect
the transmission parameters of PS-Tx.

1) System Model: Consider an interference channel model
with a pair of PS-Tx/PS-Rx bearing a feedback channel and
a pair of CR-Tx/CR-Rx as Fig. 5. The feedback channel
common for orthogonal frequency-division multiple access is
used for PS-Rx to deliver the channel quality information
and for PS-Tx to adjust the modulation and coding. We as-
sume the slowly time-varying channels, and hence, the channel
power gains are virtually constants over the sensing interval.
The received signals of PS-Rx can be written as YP (t) =
hP,P XP (t) + hC,P XC(t) + WP (t), and the received signals
of CR-Rx are YC(t) = hP,CXP (t) + hC,CXC(t) + WC(t),
where XP (t) and XC(t) are the transmitted signals of PS-Tx
and CR-Tx with signal power PP and PC , respectively; hP,P ,
hC,P , hP,C , and hC,C are the complex channel gains with
gP,P = |hP,P |2, gC,P = |hC,P |2, gP,C = |hP,C |2, and gC,C =
|hC,C |2, respectively; and WP (t) and WC(t) are AWGNs with
variance σ2

P and σ2
C , respectively. The transmission power of

CR-Tx PC is inherently known by CR-Tx. We assume that
there is no change in power control between PS-Tx and PS-Rx
during operating duration, i.e., PP is a constant. Furthermore,
the channel power gains gP,C and gC,C can be estimated by
conventional channel-estimation techniques in [73] and the
references therein and can thus be regarded as known; gP,P

and gC,P are unknown for CR-Tx and CR-Rx as a common
condition in CR research.

Suppose that PS-Tx sends symbols with the modulation
coding mode MP [i] ∈ {M0, . . . ,MK} in the ith frame. MP [i]
is determined, following a predetermined AMC scheme. Here,
M0 represents the no-transmission mode. Assume that PS-Tx
updates the modulation coding mode according to the SINR
estimation result of the previous frame, i.e., the modulation
coding mode of the (i + 1)th frame M [i + 1] is determined by
the AMC scheme

M [i + 1] =

⎧⎨
⎩

M0, if γ̂P [i] < l1
Mk, if lk ≤ γ̂P [i] < lk+1

Mk, if γ̂P [i] > lK

(13)

where γ̂P [i] is the SINR estimation of PS-Rx in the ith frame,
and lj for j = 1 to K is the predetermined SINR threshold.
From common synchronous operation assumption, CR-Tx is
synchronous with PS-Tx to adjust the transmission power frame

by frame. The real SINR of PS-Rx in the ith frame γP [i] is
defined as γP [i] ≡ PP · gP,P /PC [i] · gC,P + σ2

P , where PC [i]
is the transmission power of CR-Tx in the ith frame.

Note that, if mode M0 is used, PS-Tx does not send data,
and the outage of PS-Rx occurs. We define the harmless in-
terference condition of PS-Rx as that the outage probability of
PS-Tx should be guaranteed with the simultaneous transmis-
sion of CR-Tx. On the other hand, the transmission power of
CR-Tx is commonly constrained as usual, and the maximum
power is thus denoted as PC,reg. We define the radio resource
of CR transmission as the maximum allowable transmission of
CR-Tx under the harmless interference condition and formulate
the radio-resource-sensing problem for cognitive link transmis-
sions as follows:

Proposition 4.1 (Radio-Resource Sensing): The radio-
resource sensing can be formulated as an optimization problem
to find the maximum PC [i] subject to P (M [i]=M0|PC [i])≤ρ,
where ρ is a given threshold, and 0 ≤ PC [i] ≤ PC,reg.

2) Cooperative AMC: Conventionally, the radio resource
sensing problem is intuitively handled by the passive spectrum-
sensing techniques to infer the interference from CR-Tx to
PS-Rx using the safe-zone concept [74]. However, since the
interference to PS-Rx is passively inferred by the received
signal power level of PS-Tx in the ensemble probabilistic
sense, there may be several problems [75]. Passive techniques
inherently face the aforementioned problems, owing to the fact
that the passive observations are completely executed by the
reception of CR nodes (may be CR-Rx or CR-Tx [76]). Here,
we introduce a novel iterative active method for radio resource
of the cognitive link based on cooperative AMC between pri-
mary and secondary systems. Cooperative AMC combining the
cooperative communication concept with conventional AMC
scheme to iteratively determine the maximum PC [i]. With
CR-Rx reiterating the detection of the modulation coding mode
from PS-Tx, the power of the probing signal increases to de-
termine the maximum PC [i] that does not invoke the change of
the modulation coding mode of PS-Tx. This iterative progress
is constructed on the cooperative AMC, as the CR Tx-Rx pair
cooperates to adjust the transmission power according to the
AMC scheme of PS-Tx. The operation of the radio resource
sensing algorithm with cooperative AMC is summarized as
Algorithm 2.

Algorithm 2 Radio-Resource-Sensing Algorithm With
Cooperative AMC
1: Initialize: k = 1 and IC [1] = ΔIC .
2: Detect the modulation coding mode of PS-Tx, which is

denoted as Mq. If q = 1, end; otherwise, go to step 3.
3: Transmit the probing signal with power IC = IC [k].
4: Wait for a period τ .
5: Detect the modulation coding mode of PS-Tx, which is

denoted as Mr. If q − r = 1, go to step 7. If q − r ≥ 2,
end. Otherwise, IC [k] = IC [k] + ΔIC [k].

6: If IC [k] ≥ PC,reg, the maximum allowable transmission
power PC,max = PC,reg, end; otherwise, k = k + 1, and
go to step 4.

7: The maximum allowable transmission power PC,max =
γsw · IC/l1, end.
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With the probing transmission of CR-Tx, CR-Rx needs to
detect the modulation coding mode of PS-Tx. The modulation
coding mode of PS-Tx may directly be decoded by the pilot
or the header of frames radiated from PS-Tx. If this approach
is not available, the modulation coding mode should be de-
tected according to the received traffic signals of CR-Rx. The
detection of modulation has been well studied in modulation
classification, as an intermediate step between signal detection/
interception and signal demodulation [77]–[79]. The multi-
purpose detection of the probing signal and PS-Tx signals could
be facilitated. After demodulation, the detection of coding from
the traffic signals can be accomplished using the frame structure
that is characteristic for the frames with synchronization words
as [80].

3) Impact of Imperfect SINR Estimation: Considering the
robustness of our algorithm, there would be two kinds of radio
resource sensing error: 1) the detection error of the modulation
coding mode and 2) the imperfect SINR estimation of PS-Rx.
Note that we assume that the step size ΔIC is small enough
to smoothly achieve γsw and, thus, Psw. The detection error of
the modulation coding mode can be alleviated with longer ob-
servation time and effective detection of CR-Tx. However, the
SINR estimation error happens at (legacy) PS-Rx and cannot be
mitigated by the effort of CR nodes. When a long observation
time is available to perfectly identify the modulation coding
mode of PS-Tx, the impact of imperfect SINR estimation of
PS-Rx is particularly considered as the upper bound perfor-
mance of our proposed algorithm. Many SINR estimation tech-
niques have been proposed and compared in [81]. The SINR
estimation error using the ML estimate, which calculates the
ML estimate of the received signal amplitude and the ML esti-
mate of the noise power, is computed in [82]. Following these
results, the impact of imperfect SINR estimation on the outage
probability of PS-Rx can therefore be evaluated as in [75].

4) Performance Evaluation: We consider several
assumptions for the simulations of performance evaluation:
1) The feedback channel between PS-Tx and PS-Rx is perfect.
2) The modulation coding mode can accurately be known. gPC

and gCC are accurately estimated by the secondary system.
3) Psw can perfectly be achieved. 4) The noise power is small,
compared with interference power, and ignorable for SINRs of
interest.

Under these assumptions, the dominating error in determin-
ing PC,max results from the SINR estimation error of PS-Rx.
Without loss of generality, the SINR estimation result
(in decibel scale) of the PS-Rx is modeled as a random variable
γ̂ with Gaussian distribution, where E{γ̂} = γ is the real SINR
value and σSINR is the standard deviation. The simulation en-
vironment is shown in Fig. 6. The outage probability of PS-Rx
for the active radio resource tomography algorithm is shown
in Fig. 7. Note that Po,PS is affected by δ and the accuracy
of SINR estimation of PS-Rx but not by the parameters of the
propagation model since our algorithm is actually sensing the
interference at PS-Rx.

For the purpose of comparison, we take the power-scaling
technique in [74] with Δ = 71.6 dB and μ = 1 dB and suppose
that the distance between PS-Tx and CR-Tx can perfectly be
estimated; thus, CR can determine the maximum transmission

Fig. 6. Simulation environment.

Fig. 7. Outage probability of PS for the active radio resource tomography
algorithm.

Fig. 8. SINR of PS-Rx according to the PS-Rx location with δ = 0.8675 and
PC = 6.1207 dBm.

power. We model the propagation as a path-loss channel with
the channel power gain as G(r) = r−α, where γ is the dis-
tance between the transmitter and the receiver, and α is the
path-loss exponent. Assume that the system parameters are
PP = 10 dBm, Δ = 71.6 dB, μ = 1 dB, σ2 = −70 dBm, and
l1 = 8.4 dB.

At the PS-Rx side, Fig. 8 shows the average SINR of the
PS-Rx when it moves along the line from PS-Tx to CR-Tx.
The location 0 m (i.e., origin) is corresponding to the PS-Tx.
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Fig. 9. Normalized capacity of the secondary system according to the PS-Rx
location with δ = 0.8675 and PC = 6.1207 dBm.

According to these parameters, we observe from Fig. 8 that
the outage of PS-Rx occurs in conventional sensing but does
not occur in our algorithm, when the location is greater than
410 m or so. In the mean time, the normalized capacity of the
secondary system is defined as log2(1 + SINR). A significant
improvement of the normalized capacity is achieved in the
active tomography algorithm as Fig. 9, because our algorithm
actually probes and utilizes the channel between PS-Tx and
CR-Rx rather than simply assuming the worst-case scenario.
Please note that CR adopting the active radio-resource tomogra-
phy can, in real time, adapt to the environment without a priori
information, such as the channel model and its parameters.

Remarks: In the radio resource tomography/sensing, we
only use the AMC information of PS and assume constant
power for PS during the period. The cooperative AMC is
proposed to combine AMC and cooperative communication.
We successfully demonstrate that the active radio-resource
tomography can support real-time adaptation to dynamic en-
vironments with no a priori information from radio channels.
The power control of PS can be another useful tool to infer the
radio resource of the cognitive link. In [83], the hidden power-
feedback loop is exploited to estimate the effective channel
power gain from CR-Tx to PS-Rx as another example for active
link-level probing.

B. Network-Level Parameter Inference

For CRN, it is difficult to guarantee the quality of service
(QoS) for end-to-end transmission due to the CRN nature
link, the opportunistic links in the link level, or the heteroge-
neous system packet queue in the network level. The coop-
erative opportunistic relays, which exploit neighboring nodes
to cooperative relay packets, could increase the reliability of
transmission by multiple end-to-end paths, further improve the
network throughput [11], [14], and provide the most general
scope in CRNs (than those CRNs who cannot deal with co-
operative opportunistic relays); however, no mature study is

developed. In this section, we present the active network-level
CRN tomography for success probability estimation regarding
cooperative opportunistic relays, which might also be useful to
enhance existing standard efforts or general-sense CRN. The
cooperative opportunistic relays of CRN networking opera-
tions through neighboring (CR) nodes always require a priori
knowledge or estimation of such cooperative relay node-to-
node availability to implement routing and flow control [66],
etc. This node-to-node availability, which embraces the link
availability among one-hop neighboring nodes, may relate to
radio resource, CR mechanism, and trust [21]. Because of
the dynamic and opportunistic transmission nature of CRN,
the guaranteed QoS control provides an intellectual challenge
[23]. Given the statistics of the node-to-node availability, sta-
tistical QoS control [84] can be considered as an alternative
way for end-to-end services in CRN operations. To infer such
a prior knowledge or estimation of node-to-node availability
associated with a cooperative relay, we may observe the history
and statistics of successful packet transportation (or delivery
probability) over a specific cooperative relay path. Since there
involves packet transmissions (either implicit traffic packets or
explicit probing packets) usually for network layer functions,
we categorize this approach as active CRN tomography at the
network level.

The heterogeneous and largely unregulated structure of the
Internet renders tasks such as dynamic routing, optimized
service provision, service-level verification, and detection of
anomalous/malicious behavior extremely challenging since the
Internet is a massive distributed network [40]. Internet tomog-
raphy deals with the problem of extracting hidden information
from active or passive traffic measurements falls in the realm of
statistical inverse problems. Many topics are well discussed in
Internet tomography, such as the estimation of link loss rates,
estimation link delay distributions, and topology identification.
While Internet tomography is a well-known research, in this
paper, we systematically explore appropriate CRN tomography
for smooth CRN operations at the link and network levels,
which is beyond Internet tomography due to the shared radio
resource and stochastic radio links to open a new dimensional
research via statistical inference or learning algorithms. There
exists much research in conventional Internet/network tomog-
raphy to deal with the packet loss rate. For active methodology
in Internet tomography, the estimate of network performance
based on end-to-end measurements can be multicast trans-
mission based [85] or unicast probing based [86]. Further-
more, several kinds of random tools in Internet tomography
for different network modeling and environment are proposed
[87]–[89]. Due to the shared radio resource among coexisting
primary/secondary systems and the random radio links, in this
section, we consider the success probability estimation in CRN
tomography beyond the scope of Internet tomography and
start with a typical scenario with a set of possible cooperative
relay paths. Under the operations of coexisting communication
links, the source node estimates the success probability of
packet transmission according to the historical record from
the reception of the destination node. Both traffic types of the
deterministic packet arrival and the Poisson packet arrival from
the source node will be illustrated.
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Fig. 10. Cooperative opportunistic relay network.

1) System Model: Consider the CRN topology, as shown
in Fig. 10, where a source node nS transmits packets to a
destination node nD through K possible relay paths Gj , j = 1,
to K, where there are Nj links numbered as qn

j , n = 1, and
to Nj in the Gj relay path. That is, the Gj relay path has
Nj links. Let the successful transmission probability in the
qn
j link be Pn,j

S , which is chosen beforehand according to the
uniform distribution on the interval [0, 1] and unchanged in
thereafter packet transmissions. Assume that the packets are
transported in a slotted network between the source node and
the destination node, respectively, with time interval Δtj in
one time slot for the relay path Gj , and the propagation delay
of Gj relay path Dj is constant. The destination node can
observe the packet reception in M time slots (and, thus, MΔtj
observation time for the relay paths Gj), and the source node
can explicitly/implicitly collect such information while we
assume reliable collection hereafter. It is reasonable to assume
that the destination node knows the relay path of each received
packet. That is, suppose that the probabilities {Pn,j

S }Nj

n=1 are
independently determined for each relay path Gj .

2) One-Hop Transmission for a Specific Path: The one-hop
transmission for a specific path Gj , where Nj = 1, can be
referred in [22]. Considering the deterministic packet arrival,
we suppose that the source node transmits one packet by the
routing path Gj to the destination node (and, thus, the packet
rate is fixed in 1/Δtj) in each time slot. The reception state of
the ith transmission by the relay path Gj is Bernoulli distributed
with expected value P j

S , i.e., with probability P j
S equal to 1 and

probability (1 − P j
S) equal to 0. With mean square error cost

function, the Bayes estimator becomes

P̂ j
S,MS(r) =

qj + 1
M + 2

. (14)

On the other hand, with uniform cost function, the Bayes
estimator becomes

P̂ j
S,UNF(r) =

qj

M
. (15)

P̂ j
S,MS(r) coincides with the result of Laplace’s rule of succes-

sion that, if the destination observes that the first M transmis-
sions in qj succeed, then the next transmission from the source
node by the jth relay path will be a success with probability
(qj + 1)/(M + 2), which is a well-known inference method
for binomial proportion.

On the other hand, in the Poisson packet-arrival case, the
packets arrive on Gj as a Poisson process having rate λj .
Therefore, in each time slot, the probability of no packet to
be transmitted is P j

N = e−λjΔtj . Assume that λjΔtj is small
enough, which results in the negligible probability that more
than one packet arrives within one time slot. Hence, we can
only consider the probability that one packet arrives as P j

Y
∼=

1 − e−λjΔtj and no packet arrives as P j
N . Define an indicator

function I
R
j [i] to represent the reception result from the jth

relay path in the ith observation by Gj at the destination node
that I

R
j [i] is equal to 1 with successful reception and equal to

0 with no reception. Let sj =
∑M

i=1 I
R
j [i] and the observation

r be r = [IR
j [1], IR

j [2], . . . , IR
j [i]]T . If the propagation delay

Dj is known, the source node can know the root cause of no
reception resulting from no transmission from the source node
or transmission failure. According to the historical observations
of the destination node, P̂ j

S,MS(r) becomes

P̂ j
S,MS(r) =

sj + 1
Mj + 2

(16)

where Mj is the number of actual transmissions, and P̂ j
S,MS(r)

becomes

P̂ j
S,UNF(r) =

sj

Mj
. (17)

On the other hand, if the propagation delay is unknown, the
source node can only know the statistics in certain M observa-
tions of the destination node. P̂ j

S,MS(r) becomes

P̂ j
S,MS(r) =

sj + 1
M + 2

1
P j

Y

IP j
Y
(sj + 2,M − sj + 1)

IP j
Y
(sj + 1,M − sj + 1)

(18)

where Ix(a, b) is the regularized incomplete beta function
[90], and

P̂ j
S,UNF(r) =

sj

MP j
Y

. (19)

When P j
Y = 1, due to the fact that I1(a, b) = 1 for any a and b,

(18) and (19) are degenerated to the results of P̂ j
S,MS(r) =

(qj + 1)/(M + 2) and P̂ j
S,UNF(r) = qj/M as (14) and (15) in

the result of Laplace’s rule of succession. Note that (18) and
(19) also give a way to adapt the estimators according to the
traffic status of the source node with the parameter λj of the
Poisson process.

3) Multihop Transmission for a Specific Path: Consider a
specific relay path Gj with multiple links, where Nj ≥ 2.
That is, the transmissions from the source to the destination
are through multiple hops. The a priori probability density
function (pdf) of P j

S , i.e., f(P j
S), becomes

∏Nj

n=1 f(Pn,j
S )

since {Pn,j
S }Nj

n=1 are independent with uniform distribution

on the interval [0, 1]. Let Qj = lnP j
S =

∑Nj

n=1 ln Pn,j
S . Thus,

(−lnPn,j
S ) has an exponential distribution with parameter λ=1,

and X = (−Qj) follows an Erlang distribution with the pdf:

f(xNj , 1) =
xNj−1e−x

(Nj − 1)!
. (20)
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Therefore, based on the fact that P j
S = eQj = e−X , we can

express the pdf of P j
S as

f(P j
S) =

(
− ln P j

S

)Nj−1

(Nj − 1)!
. (21)

Now we consider the asymptotical behavior of the pdf of P j
S .

According to the Central Limit Theorem, when Nj becomes
large, the distribution of Qj tends to the normal distribution
N(−Nj , Nj). Therefore, the a priori pdf of P j

S tends to a
lognormal distribution

f
(
P j

S

)
→ 1

P j
SNj

√
2π

e
− (ln(x)−Nj)

2

2(Nj)2 (22)

as the number of links Nj becomes large.
The results of (21) and (22) provide the exact and asymp-

totical descriptions of pdf of P j
S . However, with such a priori

information, Bayes estimators are hard to find with closed form.
In this case, by the Weierstrass Approximation Theorem, we can
always find a polynomial to approximate a continuous function
on a closed and bounded interval to any desired degree of ac-
curacy. Therefore, let f(P j

S) be represented by
∑

i≥0 ai(P
j
S)i,

such that the approximation error is less than an arbitrarily
small ε. The weights ai arise from the polynomial approxima-
tion of the prior density f(P j

S), which can be calculated through
a Taylor series representation [91]

f(x) =
∞∑

n=0

f (n)(a)
n!

(x − a)n (23)

where f (n)(a) denotes the nth derivative of f evaluated at the
point a.

For the deterministic packet arrival case, we have the follow-
ing lemma:

Lemma 4.1: The Bayes estimator with mean square error
cost function becomes

P̂ j
S,MS(r) =

∑
i≥0 ai(qj + i + 1)!/(M + i + 2)!∑

t≥0 at(qj + t)!/(M + t + 1)!
(24)

and the Bayes estimator with uniform cost function estimator
becomes

P̂ j
S,UNF(r) = arg(P j

S)∗∈P j
S

max f
((

P j
S

)∗ ∣∣∣r) (25)

where P j
S is the solution set of the polynomial equation∑

i≥0

[ai+1(qj + i + 1) − ai(M + i)]
(
P j

S

)i+1

= 0. (26)

Proof: The a posteriori pdf of P j
S can be expressed as

f
(
P j

S |r
)

=

∑
i≥0 ai

(
P j

S

)qj+i (
1 − P j

S

)M−qj

∑
t≥0 at(qj + t)!(M − qj)!/(M + t + 1)!

.

(27)
�

On the other hand, for the Poisson packet-arrival case, we
can derive the following lemmas:

Lemma 4.2: If the propagation delay is known

P̂ j
S,ML(r)=

∑
i≥0 ai(sj + i+ 1)!/(Mj + i+ 2)!∑

t≥0 at(sj + t)!/(Mj + t+ 1)!
(28)

P̂ j
S,UNF(r)= arg(P j

S)∗∈P j
S

max f
((

P j
S

)∗ ∣∣∣r) (29)

where P j
S is the solution set of the polynomial equation∑

i≥0

[ai+1(sj + i + 1) − aj(Mj + i)]
(
P j

S

)i+1

= 0. (30)

Lemma 4.3: If the propagation delay is unknown, P̂ j
S,MS(r)

becomes (31), shown at the bottom of the page, where P j
S is

the solution set of the polynomial equation∑
i≥0

[
ai+1(sj + i + 1)−ai

(
sj +i+P j

Y (Mj +i)
)](

P j
S

)i

=0.

(32)

Proof: The a posteriori pdf of P j
S can be expressed as

f
(
P j

S |r
)

=

∑
i≥0 ai

(
P j

Y

)−i(
P j

SP j
Y

)sj+i(
1−P j

SP j
Y

)M−sj

∑
t≥0 at

(
P j

Y

)−(t+1)

B
(
P j

Y sj +t+1,M−sj +1
) .

(33)
�

Multihop Transmission for Multiple Paths: Considering
multiple paths, the correlations among paths are an inevitable
challenge of CRN. The success probability of paths is cor-
related due to the sharing of spectrum of the primary and
cognitive links or the common links of relay paths.

When primary and secondary systems share the same fre-
quency band, the transmissions of primary and cognitive links
would be correlated. We can use a two-class priority queue
to mathematically model the behaviors and interactions of
the primary and secondary system transmissions. Since the
cognitive links are granted to opportunistically exploit unused
frequency bands without interfering with primary links, cog-
nitive links should vacate the frequency band when detecting
the arrival of primary transmissions and restart to exploit the
spectrum hole again after detecting the completion of pri-
mary transmissions. By considering the opportunistic nature of

P̂ j
S,MS(r) =

sj + 1
M + 2

1
P j

Y

×
∑

i≥0 ai

(
P j

Y

)−(i+1)

IP j
Y
(sj + i + 2,M − sj + 1)

∑
t≥0 at

(
P j

Y

)−(t+1)

IP j
Y
(sj + t + 1,M − sj + 1)

(31)
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cognitive links, preemptive-repeat-identical policy for cognitive
links (i.e., lower priority item) should be adopted in the priority
queue. In this discipline, primary transmission arrivals during
the secondary system transmission are regarded as an interrupt.
After the interrupt is cleared, a service period of the same
duration as that interrupted is commenced again. Consider that
there exists a kind of primary packets of class 1 and a kind
of secondary packets of class 2, which arrive as a Poisson
process with arrival rates λ1 and λ2 into exponential servers
with service rates μ1 and μ2.

Let W1 denote the total time that a class-1 arriving packet
spends in the system, which includes waiting time in queue
W q

1 and service time W s
1 . Let W1(t) denote the cumulative

distribution function (cdf) of W1. Under the preemptive service
discipline, the presence of packets of class 2 does not influence
the stochastic law of class-1 process. Thus, W1 can easily be
computed by considering that the class-2 packet is not present
in the system, and W1 is an exponential random variable with
mean 1/(μ1 − λ1). That is

W1(t) = 1 − e−(μ1−λ1)t. (34)

Regarding the class-2 packet, let W2 denote its total time
in the system, which includes waiting time in queue W q

2 and
completion time W c

2 . Note that the completion time W c
2 is

defined as the duration of period that elapses between the
instant at which the service of a class-2 packet begins and the
instant at which that packet departs [92]. It is obvious that W c

2

is the sum of service time for the CR packet and any additional
durations resulting from PS arrivals.

However, due to the preemptive-repeat-identical principle,
the cdf of W2 is more complicated than that of W1, and we
separately derive W q

2 and W c
2 for better representation. Let

wc
2(·) (wq

2(·)) and Lc
2(s) (Lq

2(s)) be the pdf of the completion
time (waiting time in queue) and the Laplace transform of the
function, respectively. From [93], Lc

2(s) can be derived as

Lc
2(s) =

e−(s+λ1+μ2)(s + λ1)
s + λ1 − λ1

(
e−(s+μ1)

) (
1 − e−(s+λ1+μ2)

) (35)

and Lq
2(s) as

Lq
2(s) =

[
s (1 − λ1E [wc

2]) Lc
2(s)

s − λ2 + λ2Lc
2(s)

]

×
[
s + λ1 − λ1e

−(s+μ1)

s(1 + λ1μ1)

]
(36)

where E[wc
2] is the first moment, given the differentiation of

(35), i.e.,

E [wc
2] = (−1)

[
dLc

2(s)
ds

]∣∣∣∣
s=0

=
{

1 − E[e−λ1s]
E[e−λ1s]

}(
μ1 +

1
λ1

)
. (37)

It is obvious that the completion time W c
2 is affected by the

primary transmission arrivals since it consists of the secondary
system packet-service time and the service times of PS packets
that arrive while the primary or secondary system packet is in
service. Regarding the waiting time W q

2 , (36) indicates that
W q

2 (·) is the convolution of two distributions, and the first

Fig. 11. Correlation between Pr[W1 > T ] and Pr[W2 > T ] with different
μ2’s.

distribution is same as the waiting time distribution for a single
server with Poisson input of density λ2 and a service time
distribution of W c

2 (·). Since it is reasonable to assume that each
packet has its own “Time to Live,” we can observe that the
successful transmission probabilities of primary and cognitive
links are likely to be correlated in this case. The simulation
of the correlation between Pr[W1 > T ] and Pr[W2 > T ] with
different μ2 is shown in Fig. 11, where the correlation of the
delay of class-1 and class-2 packets is observed.

Another reason causing the correlations among the suc-
cessful transmission probabilities of paths would be the com-
mon links of relay paths. Consider two relay paths Gi and
Gj with Ni and Nj links, respectively, where there are Kc

common links for Gi and Gj . The success statistics of all
links are assumed to be independently and uniformly chosen
from interval [0, 1] before packet transmission. Therefore, we
have the successful transmission probabilities of the relay path
Gi, P i

S =
∏Kc

k=1 P k
common ·

∏Ni−Kc

m=1 P ′
m, and the relay path

Gj , P j
S =

∏Kc

k=1 P k
common ·

∏Nj−Kc

p=1 P ′′
p , where P k

common is the
successful transmission probability of the kth common link.
The covariance of P i

S and P j
S can consequently be expressed as

CP i
S

P j
S

=E
{

P i
SP j

S

}
− ηP i

S
ηP j

S

=E

{
Kc∏
k=1

[
pk
common

]2}

· E

⎧⎨
⎩

Ni−Kc∏
m=1

P ′
m

Nj−Kc∏
p=1

P ′′
P

⎫⎬
⎭− (ηPS

)Ni+Nj

=
Kc∏
k=1

E
{[

P k
common

]2} · (ηPS
)Ni+Nj−2Kc

− (ηPS
)Ni+Nj

=
(
E
{[

P k
common

]2})Kc

· (ηPS
)Ni+Nj−2Kc

− (ηPS
)Ni+Nj (38)
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where ηP t
S

is the mean of P t
S for all t, and we neglect the index

t since P t
S for all t are i.i.d. random variables with the same

mean. It can easily be verified that (38) is equal to 0 if and only
if Kc = 0. Therefore, the sharing of common links results in
the correlation of paths.

In the multihop-transmission and multiple-path case, the
observation r, which is given by r = [q1, q2, . . . , qK ]T , is a
K × 1 vector, where qj is the successes in M transmissions
of relay path Gj . Since the closed form is hard to reach, we
consider the asymptotic behavior of the success probability
estimation in the following.

Since Qj = lnP j
S =

∑Nj

n=1 ln Pn,j
S and the distribution of

Qj tends to the normal distribution N(−Nj , Nj) with large Nj ,
the joint multivariate distribution of the random vector Q =
[Q1, Q2, . . . , QK ]T , which is the a priori distribution of Q, can
be written as the multivariate normal distribution with pdf, i.e.,

f(Q) =
1

(2π)K/2|CQ|1/2
e(Q−μ)T C−1

Q
(Q−μ)/2 (39)

where CQ is the covariance matrix where the (i, j)th element
Cij is the covariance of Qi and Qj , and μ = [ηP 1

S
, ηP 2

S
, . . . ,

ηP K
S

]T is the mean vector. We suppose that the covariance ma-
trix can be estimated by the Pearson product-moment correla-
tion coefficient [94] with historical measurements of {Qj}K

j=1.
For deterministic packet arrival, we can write the a posteriori

pdf of Q as

f(Q|r) =
∏K

i=1(e
Qi)qi(1 − eQi)Ni−qi · f(Q)∫

Q

∏K
k=1(eQk)qk(1 − eQk)Nk−qk · f(Q)dQ

. (40)

Thus, the Bayes estimators with mean square error cost function
P̂ j

S,MS(r) can be expressed as

P̂ j
S,MS(r) = eQ̂j

MS (41)

where

Q̂j
MS =

∫
Q

Qj

∏K
i=1(e

Qi)qi(1 − eQi)Ni−qi · f(Q)dQ

∫
Q

∏K
k=1(eQk)qk(1 − eQk)Nk−qk · f(Q)dQ

. (42)

On the other hand, with uniform error cost function, P̂ j
S,UNF(r)

can be obtained by

P̂ j
S,UNF(r) = eQ̂j

UNF (43)

where

Q̂j
UNF = arg max

Qj

f(Qj |r). (44)

For the Poison packet arrival case with known propagation
delay, the estimation results can easily be reduced into a similar
form as (40). On the other hand, for the case with unknown
propagation delay, the a posteriori pdf of Q can be rewritten as

f(Q|r)=

∏K
j=1(e

Qj )qj (1−eQj )Nj−qj P j
Y · f(Q)∫

Q

∏K
j=1(eQj )qj (1−eQj )Nj−qj P j

Y · f(Q)dQ
. (45)

Again, the Bayes estimators P̂ j
S,MS(r) and P̂ j

S,UNF(r) can
be obtained according to (45).

Fig. 12. Three paths without correlations of successful probabilities.

4) Numerical Results: We consider three paths without and
with correlations, respectively. For the case without correla-
tions, Fig. 12 shows the mean square error with respect to
the number of hops, with the Poison packet arrivals, while the
multihop multipath estimator of the deterministic packet arrival
is a lower bound benchmark due to inherent deterministic
information in each time slot.

We set the time interval as 1 s, i.e., Δtj = 1(s). According
to [95], a reasonable parameter for message arrival is 0.15
message/s, with each message including 10–20 packets. Since
P j

Y
∼= 1 − e−λjΔtj , we set the parameters P j

Y as P 1
Y = 0.85,

P 2
Y = 0.9, and P 3

Y = 0.95 as a realistic environment consider-
ation. We can find that, when the number of hops increases, the
multihop estimators is likely to outperform the one-hop estima-
tors with the same cost function since the multihop estimators
consider a more accurate a priori distribution f(Q), which
demonstrates the effectiveness of the proposed methodology.

For the simulation with correlations of successful probabili-
ties of paths, we consider the correlation matrix

CQ =

⎡
⎣ 1.0 0.7 0.6

0.7 1.0 0.9
0.6 0.9 1.0

⎤
⎦ . (46)

In this case, Fig. 13 shows the mean square error with respect
to the number of hops. We set the same parameters P j

Y as
in the case without correlation as P 1

Y = 0.85, P 2
Y = 0.9, and

P 3
Y = 0.95. Since our multihop multipath estimators take the

correlation among successful probabilities of paths into consid-
eration, we can observe that the performance of the multihop
multipath estimators of Poison packet arrivals is better than that
of the other estimators in the case with correlations.

From numerical results in Figs. 12 and 13, the mean square
error of each estimator reduces with the increase in the number
of hops. According to (21), as the number of hops Nj increases,
the mean of the distribution of P j

S can be written as e−Nj , which
tends to 0, and f(P j

S) becomes central. Therefore, P j
S is more

likely to be generated from a smaller region, which would result
in the lower mean square error of a specific estimator of the
Poison packet arrivals in ensemble average sense, because the
estimate results are nearer the real value.
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Fig. 13. Three paths with correlations of successful probabilities.

5) Application: Sections IV-B2–4 offer simple estima-
tors for the inference of success probability P̂ S = [P̂ 1

S , P̂ 2
S ,

. . . , P̂K
S ]T in different traffic types (deterministic and Poisson

packet arrival) of the source node, which are accomplished
according to the historical observations of receptions at the des-
tination node. They can easily be extended to many tomography
application scenarios for upper layer CRN functions as follows:

Corollary 4.1 (Opportunistic Routing): In CRN, the oppor-
tunistic routing becomes a promising routing concept for the
unreliably links with general nonzero packet-loss probability
[96], in which all nodes involved in the route-discovery phase
may be applied to the proposed model to determine the best
one among neighboring nodes for data relay. Suppose that the
source node has to select one neighboring relay node from a
set of K candidate numbered relay nodes to route packets. A
straightforward selection with high reliability is to select the
kth relay path, where k = argj max P̂ j

S for j = 1 to K.
Corollary 4.2 (Trust Estimation): Trust estimation is con-

cerned as the problem of evaluating the trustworthiness of the
node based on the history of behavior for some action [21], [97].
If we apply packet transmission to some destination as the ac-
tion of a neighboring node for trust evaluation, then the success
and failure of transmission to some destination are analogous
to normal behaviors and misbehaviors of the neighboring node,
respectively [98]. The trust measure of the jth neighboring node
for relaying the transmission from the source node to some
destination node nD can be defined as P j

S→D. Since P j
S→D

represents the success transmission probability from nS to nD

through the relaying of the jth neighboring node, the estimation
of P j

S→D thus suggests an approach to estimate the trust.
Another interesting application for success probability along a
relay path Gj is the trust concatenation of each neighboring
pairs along the path, which can be considered as the “trust of
path” [21]. Since P j

S→D represents the success transmission
probability from nS to nD through path Gj , the estimation of
P j

S→D thus illustrates the estimation of the path trust.
Corollary 4.3 (Congestion Control): The feature that nD

feeds back the collection of observations at one time is suitable
for application in end-to-end congestion control. In this appli-

cation, the transmission through path Gj is regarded as a flow
through path Gj , and P j

S can be regarded as the packet drop rate
of the flow. The packet drop rate of a flow implies the successful
receiving rate of the flow; thus, P j

S can generally be considered
as the function to measure the degree of congestion of the
flow. According to this estimation information, the overall
congestion control can be achieved by distributing the packets
to the routing path with a lower congestion (a higher success
probability).

Remarks: Many active techniques are provided for conven-
tional network tomography problems [40], [88], [89]. Adapted
to suitable CRN models, they might be applied in CRN tomog-
raphy, such as the end-to-end delay inference in [40], and fall
into the category of active network-level probing. We also note
that Corollaries 4.1–4.3 can further be enhanced by adopting
more sophisticated statistical inference and networking tech-
niques as future research after successful illustration of active
CRN tomography at the multilink (network) level.

V. CONCLUSION

To statistically infer the required information for CRN op-
erations, we have proposed CRN tomography and established
the framework of CRN tomography. CRN tomography can be
regarded as a general sensing capability of CRN to obtain the
intrinsic parameters and to meet the general needs of CRN
operations. In this framework, techniques of CRN tomography
can be passive or active, according to the tomography operation,
and defined on link- or network-level (parameter) inference,
according to the tomography parameters. In this paper, we sys-
tematically explore appropriate CRN tomography for smooth
CRN operations at the link and network level to open a new
dimensional research via statistical inference or learning algo-
rithms. By generally introducing statistic inference in addition
to detection and estimation, CRN tomography can further facil-
itate more advanced features of CRN operations.
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