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Abstract—In this paper, we present a 32bit Han-Carlson adder 
that operates at 2.56GHz and is based on TSMC 0.18um bulk 
CMOS technology. In this work, we optimize the substrate bias of 
the adder core to achieve a low power-delay product for low power 
and high speed purposes, and use a post-manufacture tunable 
clock structure that manipulates the clock at post-fabrication stage 
to compensate for the process dependent violation to the timing. 
Experimental results have shown that the substrate-bias 
optimization results in a 37% of power delay improvement and 
utilization of tunable delay elements achieve 50 ps of almost linear 
clock tunability. 
 

I. INTRODUCTION 
 

The most important issues in designing an ALU are: 1) High 
throughput (high operating frequency) 2) Low delay (latency) 3) Low 
power 4) Robustness of the timing. In this work a substrate bias based 
power-delay product optimization is adopted to attack the first three 
issues. As technology scaling continues, it increasingly makes process 
parameters hard to control. A well-distributed tunable clock structure is 
used to provide a high speed operation i.e. 2.56GHz and a robust 
timing in the presence of process violation. In literature, the prefix 
adder has been the most popular one, due to its regular layout and 
better performance compared to the conventional adder architectures. 
It includes [1] [2] [3]. The last one i.e. [3] which was presented by Han 
and Carlson in 1987 has the lowest area-delay product [11]. For this 
reason, we use a novel way to implement Han and Carlson’s work. In 
our design, an efficient circuitry for testing, and a phase-locked loop 
(PLL) for clock generation, has been included. Tunable clock buffers 
have also been inserted in the critical clock path to make the test circuit 
more reliable after fabrication. The remainder ofthis paper is organized 
as follows. Section II presents the adder architecture and it’s 
implementation. Section III discusses the clock distribution and testing 
issues of the circuit. Section IV discusses the effect of the substrate 
bias ,and in Section V and VI, the layout considerations and the 
simulation results are given, respectively. Finally, this work is 
concluded in the Section VII. 

II. 32 BIT ADDER ARCHITECTURE 

 
 Basically, the ALU is composed of four parts, named Input Stage, 
P/G/Partial Sum Generation Stage, Carry Merge Stage, and CSG Stage, 
respectively. In the following subsection, we introduce the stage 
functions and their logical structures. 
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             Figure 1 : 32bit Adder Architecture 

           
1. P/G/PARTIAL SUM GENERATION 

 
  In order to do carry-merge action, Propagate (P) and Generate (G) 
bits are generated in this stage. Partial Sum (Psum) bits have also been 
produced here. The equations need to be modified as given below, 
because inputs are in complementary format: 
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As can be seen from the above equation that there exist only one way to 
implement Propagate (P) and Generate (G) bits, but more for Partial 
Sum (Psum) bit. Since we want circuit to be in single rail, for Psum, the 
first implementation may increase the loading to input signal, and thus 
not a suitable choice. In some previous work, GP ⊕  with pass 
transistors have been utilized to achieve this goal. Transmission gates, 
however, can degrade the input signal, and which may slower the 
pull-down speed due to additional routes and transistors existed in the 
circuit. Figure 2, shows schematic of the P, G and Psum generating 
circuit. Since the Psum signal is not in the critical path, we used static 
logic to avoid the use of inverter that follows the dynamic P and G 
generating logic. This reduces the latency of the adder core. 
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Figure 2 : Circuit Structures of P, G, and Psum 



 

2. CARRY MERGE TREE 
 
  Carry merge tree is the key structure of the adder. As shown in figure 
3, in total, there are five carry merge stages plus another one in 
Carry-Sum Generator (CSG). Table 1 shows the equations that dictate 
the carry merging actions. There are two possible ways in which carry 
merging actions can be executed. The first can be achieved by Static 
Carry-Merge Logic (CMS) which is a positive-in-negative-out element 
and another by Dynamic Carry-Merge Logic (CMD) which is a 
negative-inpositive-out. Based on these properties, we have used 
Static-Dynamic-Static architecture to implement the carry-merge tree. 
This avoids using a domino logic, which in turn requires an additional 
inverter, and results in a larger latency. Figure [4] shows the CMS and 
CMD. The duplicate pull-down tree of the CMD is used to prevent the 
charge sharing effect. It is noticeable that the output of the CMD to the 
next CMS stage is not the inverter’s output but dynamic logic’s output. 
The inverter that follows the dynamic logic is just used as a 
keeper to a weakly turn-on PMOS. 

 

 

Legend :

P/G

Stage 1
(Static)

Stage 2
(Dynamic)
Stage 3
(Static)

Stage 4
(Dynamic)

Stage 5
(Static)

Stage 6
Dymamic

CSG

Inverter/Clock
inverter

Carry Merge
Stage  

Figure 3 : Carry Merge tree of Han-Carlson Arithmetic 
 

Carry-Merge Stage 1/3/5      Carry-Merge Stage 2/4 

iiii

iiii

jkkikiji

jkkiji

GGGG

PPPP

GPGG

PPP

==

==

•+=

•=

     

       

]0:[]0:[

]0:[]0:[

]:[]:[]:[]:[

]:[]:[]:[

    

iiii

iiii

jkkikiji

jkkiji

GGGG

PPPP

GPGG

PPP

==

==

••=

+=

     

       

)(

]0:[]0:[

]0:[]0:[

]:[]:[]:[]:[

]:[]:[]:[

 

Table 1 : Han-Carlson Carry Merge Stage 
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Figure 4 : CMS and CMD 
 

 
3. CARRY-SUM GENERATOR 
 
  Once the carry bits are generated, the summations will be produced 
by executing Carry ⊕ Psum. In order to save additional stage, we 
merge the last Static Carry-Merge element with the Sum Generating 
circuit. Figure 5 shows the structure of carry-sum generator. The left 
side of the circuit is a Static Carry-Merge Logic and the right side is a 
transmission gate logic which executes Carry ⊕ Psum. Here, the only 
difference from carry merge stage is that an additional clock inverter 
with an attached P-latch is used to eliminate the noise for evenCin . 
Without the P-latch, the noise in the second stage will be huge and can 
make evenCin  hard to recover to logic-1. Moreover, to be able to work 
even at lower frequencies, the clock in this stage is locally inverted 
from the initial clock to ensure the result is available at or after the next 
rising edge of the clock. After creating the true and complementary 
signal of Cin for each bit, sum and Sum  bits are then created by using 
NMOS-XOR. In order to release the load to Cin and evenCin  signal and 
have a full logic-1, pull-up PMOSs, as shown in figure 5, are attached 
to the output. 
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Figure 5 : Key structure of Complementary Signal Generation 
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Figure 6 : Clock Distribution 

 

III. CLOCK DISTRIBUTAION AND 

TESTING ISSUES 

 
   Figure 6 shows the clock distribution of our design. It is noticeable 
that all the elements are positive-edge triggered. An on-chip 2.56GHz 
clock signal is generated by the PLL, and then a divider divides it and 
generates the clock signals that are appropriate to each element. Three 
different frequencies are generated by the divider. The divide-4 clock 
signal is used to trigger Linear Feedback Shift Register (LFSR) and 
Register-B. After these two components being driven, the input signal 



will enter the 32bit adder. The clock signal feeding the adder directly 
comes from the PLL. We used delay buffers inside the adder to 
generate different clock phases that will correctly drive the cells in each 
adder-parallel-pipeline. After two adder’s clock cycles, the summing 
results will be produced and latched by Register-C which is triggered 
by the divide- 2 inverting clock. These results will again be latched 
when the Register-O is triggered by divide-64 clock signal. Based on 
this clock distribution scheme, the testing issues can be described as 
follows. 
 
1. TESTING ISSUES 

 
   Two steps are required to test the circuit, namely as 1) Shifting 
Mode  2) Testing Mode. In the shifting mode, 32 bit logic-1 signals are 
shifted to the LFSR, and at the same time Register-B is connected to the 
ground. Whereas in the testing mode, 32bit logic-1 signals and 32 
logic-0 signals are summed by the adder, and Register-C latches the 
results which will again be latched by Register-B in the next state. In 
other words, the adder in the testing mode serves as an accumulator. 
Register-O outputs the add-16-times result of the adder at the frequency 
of 40MHz, which is low enough to be measured by a logic analyzer 
 
2. POST-MANUFACTURE TUNABLE CLOCK 
 
   In the testing mode, the synchronicity of the clocks that triggers the 
registers is important. Moreover, unavoidable clock skew will result 
after the fabrication. For this, we have utilized four Post-manufacture 
tunable Clocks to make the circuit more flexible and tunable at 
post-fabrication stage. Figure 7 shows the circuit architecture of the 
Post-manufacture tunable Clock. There are three RC branches between 
the input and output which are replaced by CMOS transmission gates 
and MOS capacitors. The gate terminals of the transmission gates are 
connected to the input pad of the chip. By feeding the Logic-1 or 
Logic-0 signals, we can easily control the on-off of the RC branches 
and it will change the latency of the delay element. Nonetheless, a 
careful sizing of the MOS capacitors has been done to achieve a linear 
delay variation. Figure 8 shows the tuning range of the buffer in SS, TT, 
and FF corner. The tuning range of the Post-manufacture Clock is about 
50ps. 
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             Figure 7 : De-Skew Tunable Buffer 
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Figure 8 : Tuning range of the De-Skew Buffer. 

 
IV. SUBSTRATE BIAS 

 
  In the deep sub-micron devices, the threshold voltage of the transistor 
critically influences their speed and leakage current. In general, a 
higher threshold voltage will reduce the speed and leakage current of 
the transistor and a lower one will make the device faster with a larger 
leakage current. By varying the substrate bias, we can manipulate the 
threshold voltage and can get different delay and power dissipation 
values. In our design, Carry Merge Stages are the key cells that will 
affect the delay-power product of the adder. So we try to find an 
optimum substrate bias voltage of the Carry Merge Stages for a low 
power and high speed purposes. In Table 2, a comparison between the 
optimized substrate bias and non-substrate bias circuit has been shown. 
Row1 and Row2 show the lowest delay-power product in all substrate 
bias voltage combinations of the Static Carry-Merge (CMS) and 
Dynamic Carry-Merge (CMD), respectively. Since in total, there are 
three CMS and two CMD elements, we add their value together, and 
this result is shown in Row3 of the table. Experiment result shows that a 
37% improvement in the delay-power product can be achieved by 
biasing the substrate voltage of NMOS to 0.55V and PMOS down to 
1.45V. Figure 9 shows the relations between the delay power product of 
the Carry-Merge Stages and the substrate bias. 
 
 
 
 
 
 
 
  CMD’s Delay-Power Product Mim. CMS’s Delay-Power Product Mim. 
  Value at Vn=0.6 v   Vp=1.4 v    Value at Vn=0.5 v   Vp=1.5 v 
 

Figure 9 : The relations between substrate bias and the 
delay-power product 

 
No Substrate Bias Substrate Bias  
Delay Power D*P Delay Power D*P 

CMD 135.21 20.525 2775.2 131.79 13.073 1722 
CMS 88.26 22.89 789.02 80.05 6.4341 515.1 
C-M Tree -- -- 7917.4 -- -- 4991 
Impro.Ratio 0 % 37% 

            Table 2 Delay-Power Product 
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V. LAYOUT CONSIDERATION 

 
  Figure 10 shows the layout of the adder circuitry. It includes a 
phase-locked loop which is used for clock generation, a Han-Carlson 
Adder (HCA), the clock tree and the testing circuit. Since the power 
supply voltage predominantly influences the device speed, in this 
design, IR drop is an important issue that needs to be carefully dealt 
with. If the latency of the device varies too much, the timing violation 
will occur and the summing result will be wrong. In order to overcome 
the IR drop, we have inserted a well-scheduled power grid and placed 
several VDD pads around the adder core to prevent the power current 
from passing through too long distance. Besides, the PLL’s power 
supply has been kept separate from the adder’s power supply for a 
better noise immunity. 

 

 
Figure 10: The Layout 

 
Technology Frequency Reference 

32bit 0.35um 1.25GHz Wang and Tseng[5] 

32bit 1.2um 400MHz Wang and Willan[8] 

32 bit 0.25um 1GHz  A. Goldovsky [6] 

32bit 0.16um 1.42GHz A. Geldovsky [7] 

32bit 0.18um 2.56GHz Our Work 

          Table 3 : Comparison of some related work 

 

 
Figure 11 : The Summation result of one bit. The first 
waveform is the result from the CSG output. The CSG 
output signal is then latched by the output latch and is 
shown in the second row. 
 
 
 
 

VI. SIMULATION RESULT 
 
  An extensive Spice level Post-Layout simulation is done using 
TSMC 0.18 Bulk CMOS Technology Model file. Figure 11 shows one 
of the 32 summing results of the adder core versus time. The adder’s 
P-substrate is biased at 1.45V and the N-substrate is biased at 0.55V. 
The result successfully confirms our adder core operating at the 
frequency of 2.56GHz. Some comparisons in different technology 
between our work and the related work are listed in Table 3. 
 

VII. CONCLUSIONS 
 
  A Power-Delay Optimized 32bit adder in TSMC 0.18um Bulk 
CMOS has been presented. At 2.56GHz, the adder core dissipates 
357mW with the supply voltage of 1.8V. We improved the power-delay 
product by 37% and inserted Post-manufacture tunable Clock to 
overcome the process and temperature variation. 
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