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INDUCTWISE: Inductance-Wise Interconnect
Simulator and Extractor

Tsung-Hao Chen, Clement Luk, and Charlie Chung-Ping Chen

Abstract—A robust, efficient, and accurate inductance ex- developed the famous partial element equivalent circuit (PEEC)
traction and simulation tool, INDUCTWISE, is developed and method [5] model, which defines the partial self and mutual
described in this paper. This work advances the state-of-the-art ;4 tances with the assumption of infinite return paths. Fas-
inductance extraction and simulation techniques, and has several - ) . .
major contributions. First, albeit the great benefits of efficiency, tHenry [6] utilizes a multipole acceleration technique to speed
the recently proposed inductance matrix sparsification algorithm, up the extraction process in the frequency domain. Cleaiad
the K-method (Ji et al. 2001), has a flaw in the stability proof for  [7] proposed to directly simulate the PEEC model in the time
general geometry. We provide a theoretical analysis as well as a yomain so as to determine the return paths. This method has
provable stable algorithm for it. Second, a robust window-selection b h tob te | id r . An-
algorithm is presented for general geometry. Third, integrated eens OWI"] 0 ?accura € In a wide range of frequencies. An
with the nodal analysis formulation, INDUCTWISE achieves Other fast simulation method [8] based on the precorrected-FFT
exceptional performance without frequency-dependent complex method [9] has been published recently.
operations and directly gives time-domain responses. Experi-  The PEEC model, however, leads to a large-scale dense in-

mental results show that INDUCTWISE extractor and simulator . . .
have dramatic speedup compared to FastHenry and SPICES3, ductance matrix due to the long-range effect of inductive cou

respectively. It has been well tested and released on the web forPling and the uncertainty of current return. Traditional circuit
public usage (Available: http://visi.ece.wisc.edu/Inductwise.htm).  Simulation engines may require hours or even days for solving
Index Terms—Circuit simulation, inductance extraction, inter- such alarge-scale dense matrix. To effectively reduce the mutual
connect, on-chip parasitic modeling. inductance terms, sparsification is crucial. It has been shown
that direct truncation of the inductance matrix could result in in-
stability [10]. Thus, a provable stable shift-and-truncate method
was proposed by Krautet al.[11]. This method assumes that
ARASITIC on-chip inductance is growing as anothethe return path is no longer at infinity, but within a shell. Other
design concern as the very large scale integration (VLSTethods such as the Halo method [12] and the block diagonal
technology marches toward ultradeep submicron and theethod [13] also reduce the number of mutual inductances by
operation frequency approaches the gigahertz range. Inductiwgting the return path to the nearest power and ground returns.
coupling effect becomes more important because of higheater, Beattie and Pileggi [14] develops an exponential shell re-
frequency signal content, denser geometries, and reductiongusfi paths for further sparsfication and shows that the reachable
both resistance and capacitance by copper andHodevices. sparsity is close to that of th&-method mentioned below.
Inductance effect is present not only in IC packages but alsoRecently, the/{-method has been presented by HaetAl.
in on-chip interconnects such as power grids, clock nets, add, [15]. K is the inverse of the partial inductance matfix
bus structures. It causes signal overshoot, undershoot, &igice X has a higher degree of locality similar to capacitance,
oscillations, and aggravates crosstalk and power-grid noiskss more satisfactory to sparsifif than L. Furthermore, [15]
All of these seriously impact the on-chip signal integrity. Thalso shows that th& matrix is diagonally dominant, and hence,
importance and difficulty of on-chip inductance extraction angositive definite. The off-diagonal terms are negative and can
analysis have been addressed in [3] and [4]. be safely deleted without sacrificing stability. Later, Beattie and
One major problem of inductance modeling is the long randrileggi [14] also proposed to do double inversion on the induc-
coupling effect and the uncertainty of return paths. Since indue@nce matrix and perform sparsification on both inductance and
tance is a function of a closed loop, the return path is difficult ttusceptance matrices.
predict in advance before simulation. For this reason, A. RuehliMost of the existing works [1], [14]-[16] discussed equal-
length conductors to show the benefits of sparsification on
inverse-inductance matrices. The accuracy and stability of the in-
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counterexample, theoretical study, and proof, we are able

develop an auxiliary algorithm to avoid these cases. An adt

tional window selection algorithm presented also makes t 1

reluctance method feasible to general circuit cases and full-cl /:/
reluctance extraction applicable. Moreover, utilizing the nod / P 2 r:

analysis formulation and the Cholesky decomposition allov

our INDUCTWISE to directly take reluctance elements int

simulation, which demonstrates tremendous efficiency. 0.56
The organization of this paper is as follows. Section | -aUe (um)

presents several issues and solutions of the INDUCTANCE

extractor. Section Il introduces the methodology of the INFig. 1. Example of parallel conductors with unequal lengths.

DUCTANCE simulator. Simulation results and the conclusion

are given in Section IV. B. Stability Issues of th& -Method

H. Ji et al. [1] developed an advanced reluctance sparsifica-
Il. INDUCTWISE EXTRACTOR tion method called<-method. They showed that has better
In this section, the INDUCTWISE extractor is proposedocality than£, and thus, to sparsifi¢ actually benefits more

First, we introduce the inductance and reluctance matrices afficiency. They proved the stability of the algorithm based on

the K-method. Then, we show that the proof of stability ofhe diagonal dominance property, which is derived from the as-
the K-method does not hold for general cases, and providesamption that all off-diagonal terms &f are negative. We now
remedy algorithm called recursive bisection algorithm (RBAgshow that this property does not hold for general geometry.
Later, we present a novel window selection algorithm (WSA) From (3), the physical meaning &f;; is defined by the in-
that enables our extractor to extract the reluctance elementslirted current along th&h conductor when the total flux for

any circuit configuration. the jth conductor is equal to one and those for all other con-
ductors are set to zero. For example, as shown in Fig. 1, to get
A. Inductance and Reluctance Matrices the third row ofC, we apply unit flux to conductor 3 and zero

to all the others. The induced currents on conductors other than

K = £-1[15]. Beattie and Pileggi [14] name it susceptancéhe third are the off-diagonal terms in the third row/of It is
However, susceptance is a general term for the imaginary ?Lfltlve if the current direction and the applied flux direction
of admittance that can be caused by capacitance or inductargeo® the right-hand rule; itis negative otherwise. Devgan and

Since the definition of reluctancetise ratio of the total current 2 [1] argue that all of the induced currents are negative and
force to the total magnetic flux in a magnetlc circuit or comg>¢S this property to prove the stability of their algorithm. We

ponentand its unit is reciprocal HenrgH—1), we think that find out that the off-diagonal terms are not necessarily negative

thereluctance matrixs more specific to the inverse inductancéOr general cases.
matrix K In this example, the partial inductance matrix is calculated as

Each element in the partial inductance matrix is given by follows:

Given an inductance matrik, the K-matrix is defined as

1.04 034 037 024 051
il - dl, 0.34 0.45 0.09 0.06 0.27

Lij = //// ~ da;da; (1) L£=1037 009 104 034 041| x107""H. (4)
47"1 i 0.24 0.06 0.34 0.45 0.11
0.51 0.27 0.41 0.11 1.69

a; a;

wherea; anda; are cross-sections of segmentndy, respec-

By inverting £, the K matrix is obtained
tively, andr;; is the geometric distance between two points in

segments andj. For ann x n partial inductance matrix, the 1.57 —0.94 —-0.22 —-0.47 —-0.25
corresponding linear system equation can be written as follows: | —0. 94 3.02 015 0.01 -0.23
K=|-022 015 142 —0.93 —0.24 |x10"°H"".
L1y Lo - I P, —0. 47 0.01 -0.93 3.12 0.16
£21 £22 e : = . (2) —0.25 —0.23 —-0.24 0.16 0.75
Lon| [In ), ©)

It is clear that some off-diagonal terms in (5) are positive.
wherel;, j = 1 ~ n, is the current running along conductorFor instance, when calculating the third row, a unit flux is as-
segmentj, and®; is the total flux flowing through the virtual signed on conductor 3, which demands positive current along
loop from segment to infinity. Representing the system equaCOl’]dUCtOl' 3 to accomplish. This current induces positive mag-

tion with &, we get netic flux along all other conductors (consider only conductors
1 and 2 in this explanation). To compensate this effect and to
K1 Ko - D, I make the net magnetic flux along 1 and 2 equal to zero, they have

Kot Kog -+ =1 . (3) tocarry negative current. However, the induced current along 1
e Kan D, I, also induces another current along 2. Since the coupling effect
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between 1 and 2 is much stronger than that between 3 anc
the overall effect causes conductor 2 to carry a positive curre

g o
SpEps
g B

g d

O D]

vised as followsWhen calculating the self and mutual reluc:
tances for conductoy, we set a unit magnetic flux for thgh
conductor, and zero flux for all others. There exists a currel
combination such that the overall magnetic effect satisfies tiic
configuration. The reluctance elemefit; is then the current @ (b)

flowing through theith conductor Since the result is due to theFig. 2. Dual property between inductance and capacitance problems.
overall effect (not a single active line), negative off-diagonal ef@) Inductance model. (b) Capacitance mode.

ements are not guaranteed anymore. This invalidates the proof

of the diagonal dominance property, and hence, the stability @hction. The dual property between a magnetic problem and

the K-method becomes questionable. We will provide a soldn electric one can be observed from (14)—(17). The major dif-

tion for this problem in the next section. ference betweerl andV is thatA is a directional vector and

V is a scalar. There exists a transformation between a magnetic

problem and an electric problem, which is described in the fol-
In this section, we present stability analysis of fiemethod  |owing lemma.

by the duality of electric and magnetic fields, then throw some Lemma 1: Given a unidirectional magnetic nonhomo-

light on the similarity between inductance and capacitance prafeneous Helmholtz’s equation problem, there exists a

lems. Through the theorem provided in this section, we propas@rresponding electric nonhomogeneous Helmholtz’s equation

| A
tion.
Ir‘?ﬁ;cr)gfore, the physical definition & in [1] should be re- I::LI ‘—![] Iﬂ Ij;l
T "
4]

1 £
(D] (D] [D)]

C. Formal Analysis

a correction to thé{-method to ensure the stability. problem that has the same solution.
From the Maxwell's equations, we have Proof: Since all of the magnetic sources and mediums are
Vx E=— s (6) unidire.ctional, we can remove the vector natural by properly
- Lo assigning the positive charge corresponding to the forward di-
v x I{ =eskE+J @ rection, or negative otherwise. Hence, given a current source
V-ek =p (8) vector.J, we can create a corresponding chasge peJ with a
V- uH =0. (9) proper sign assigned, and then the solution of (14) and (15) are
N . L identical. [ |
The definition of the magnetic vector potential gives Fig. 2 illustrates the transformation between inductance and
pH =V x A. (10) capacitance problems in Lemma 1. From this lemma, we have

the following theorem.

Theorem 1: The reluctance matrik is diagonally dominant
V x (E + sA) = 0. (11) and symmetric positive definite when all the conductors are suf-
ficiently discretized.

Proof: Lemma 1 shows that every unidirectional magnetic
E+sA=-VV. (12) problem can be transformed into an electric one. Since it has
been shown that the capacitance matrix is always diagonally
dominant and symmetric positive definite for sufficiently dis-

Applying (10) to (6), we get
This implies that there exists a scalar potentiaduch that

To uniquely determinel, we choose the Lorentz gauge

VA= —cusV. (13) cretized problem [5], Theorem 1, thus, follows. n
By ), (10) and (13) and the identifj x (V x A) V(V- Theorem 1 reveals why the diagonal dominance property of
A) V2 A, we get the reluctance matrix does not always hold. The answeisis
g = g = - cretization. When we perform capacitance extraction, conduc-
VIA = pes®A = —pJ. (14) torsare usually well discretized. On the contrary, conductors are
Similarly, by (8), (11) and the Coulomb gauge, we get often preserved as long wires while we perform inductance ex-
) 5 p traction. The length of inductance discretization is generally a
VIV — pes™V = - (15)  hundred times larger than the capacitance discretization.
Equations (14) and (15) are often referred to asniiehomo- Performing finer discretization, the circuit in Fig. 1 becomes
geneous Helmholtz’s equationsThe solutions of (14) and (15) the one in Fig. 3. The correspondikgswitches from (5) to the
are following one, whose off-diagonal elements are all nonpositive
. " N T | g (see equation at bottom of the next page).
Alr) = /G(T r)J(r")ex dv (16)  In this example, we uniformly cut all segments into smaller

ones. For efficiency’s sake, we do not have to examine all the
/G ') ec‘T 1 gy (17) positive off-diggpnal elements in tkt@ns_elc and discr(_atize.
~ Ure conductors this fine. What we have to do is to perform bisection
only when positive off-diagonal elements occur in #Sparse
in which V" is the volume of all conductors, = 1/,/p€, and K. Therefore, we come up with the RBA in the following
G(r,7") = (1/47R;j;), whereR;; = |r — r'| is the Green’s subsection.
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150 TABLE |
RBA

Input: Given a parallel-conductor system

For each conductor j
1. Choose a window W.
2. Calculate K;;, where ¢ € W by setting a unit flux on conductor

1 and zero to qthe
3. If 3K;5 > 0, 7 € W and i # J, do the following:

) ) ) o a. Cut the longest conductor I, I € W, by half.
Fig. 3. Finer discretization example. b. Back-trace and redo Steps 1 and 2 for the k** conductor,
where k € W and k < j. If this cutting causes any new
positive off-diagonal term, recursively perform the cutting on

D. RBA: Guarantee the Stability the troublemaker conductor.

We have already shown that finer discretization guarantees
the stability of the-method. It can also improve the accuracy.
However, if we uniformly discretize conductors into small ~ Proof: The RBA recursively checks the off-diagonal
piecesl the Comp|exity of So|ving this prob|em will becomgames during the extraction process. Thus, Theorem 2 follows
enormous and the original intention of the sparsification is lodty Theorem 1 and the recursion. u
Therefore, we propose a cutting algorithm to obtain a stableWe have already known that positive off-diagonal values
reluctance matrix without increasing the simulation time to@ccur when conductors have seriously mismatched lengths
much. RBA is based on the idea that the reluctance matrixds misaligned organizations. Since all previous works [1],
diagonally dominant and symmetric positive definite (SPOJ.4], [16] considered only equal-length parallel conductors,
when the conductors are sufficiently discretized. the exception case that we showed does not exist in previous
From the previous discussion, the positive off-diagonal terniérks. However, to build a full-chip inductance (reluctance)
of K are strongly related to unequal-length and misalignme@¥tractor, this possibility does exist. We propose this cutting
cases. According to Theorem 1, finer discretization is better thalgorithm serving as the stability guard of our INDUCTWISE
coarser ones, which implies that the longest conductor actug@itractor to ensure our sparse reluctance matrices SPD. In the
plays a critical role in this problem. Thus, the basic idea of tffgllowing section, we will show how to select the window for
RBA is to recursively cut the longest conductor when positigeneral geometries.
off-diagonal elements occur during thé-method procedure.
In order to make sure that the RBA results in all nonpositive, WSA: Capture the Significant Effect
off-diagonal elements iiC, we perform the/-method with a o )
small window (we will discuss how to choose the window in Most of the existing works [1], [14]-{16] discussed equal-
the following section) and check if every off-diagonal elemen@ngth conductors to show the benefits of sparsifying reluc-
in the smallK -matrix is nonpositive. If there exists any positivd@nce matrices. It is not clear if th&-method can work on
off-diagonal term, we cut the longest conductor in this windoweneral irregular geometries. The lack of generality limits the
After this cutting, back-trace those conductors that are relu@Pplication of theK-method only to the analysis of some
tance-coupled with the bisected one. If any positive off-diagongiPecial configurations such as buses. However, general routing
value remains in the system or the cutting causes new positi@ses are more irregular, which might contain uneven-length
off-diagonal terms, we recursively cut the troublemaker coft misaligned conductors. For these cases, it is very diffi-
ductors and repeat this procedure until the fiRamatrix has cult to determine what a “window” is when performing the
all nonpositive off-diagonal entries. The RBA is summarized iwindow-basedk -method. In this section, we propose a novel
Table I. algorithm to determine what should be included in the window
Theorem 2: The RBA guarantees that all off-diagonal elwhen we extract sparse reluctance matrices. Let us first de-
ements inK are nonpositive, and hence, the SPD properfine the terminology used in the following discussion by the
validates the proof of stability in [1]. example circuit in Fig. 4.

r 233 —0.14 —2.01 —-0.05 —0.02 —0.03 —0.39 —0.05 —0.027
—0.14 296 —0.08 -1.01 —0.13 —0.31 —0.07 —0.27 —0.09
—2.01 —0.08 263 —0.07 —0.02 —0.04 —0.76 —0.05 —0.02
—0.05 —1.01 —0.07 3.98 —0.11 -1.73 —0.06 —0.43 —0.05
K=|-002 —013 —0.02 —-0.11 276 —-0.06 —0.03 —0.07 —1.30| x 10"°H1.
—0.03 —0.31 —0.04 -1.73 —0.06 3.63 —0.07 —1.81 —0.07
-0.39 —0.07 —0.76 —0.06 —0.03 —0.07 3.65 —0.15 —0.03
—0.05 —0.27 —0.05 —0.43 —0.07 —-1.81 —0.15 3.78 —0.15
[ —0.02 —0.09 —0.02 —0.05 —1.30 —0.07 —0.03 —0.15 1.82]
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Fig. 4. Circuit example for the definition of shielding.
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TABLE 1l
WSA

Input:  Given ESF= z, shielding level= k,
and a conductor system

1. Divide all conductors into vertical and horizontal sets.
2. Sort the vertical set by their x coordinates.
3. For every conductor from left to right, do the following:

a. Search from the first victims right next to the aggressor, and select
those shields (by definition) until every segment on the ESR (i.e.
ah in Fig.4.) is shielded no less than k levels. This forms the right
part of the window.

b. The left part of the window is obtained from the window-selection
results of previous conductors.

c. Set the flux along the aggressor to one and others to zero, and
solve the reluctance elements by calculating the induced currents
in the selected window. The resulting elements form the column
of Kasym that corresponds to the aggressor.

4. Following the same analogy, repeat steps 2 and 3 for the horizontal

S. Symmemze by K= 3 (’Casym + Kasym)

= the K-method tries to select the most significant values on a
column (row) and inverts the small matrix in the window. The
inversion causes the off-diagonal valuesfo decrease faster
than L. This fact makes the reluctance element have better lo-
cality than the partial inductance. Therefore, selecting relatively
significant couplings within the small window properly domi-

» Aggressors and Victims When performing the nates the accuracy of the algorithm.

K-method and calculating one of the columnskinwe However, the K-method encounters some difficulties for
set the magnetic flux along the corresponding conductdregular geometries. First, the strength of coupling does not
to one called theaggressor and others to zero calledstrictly decrease as their distances increase, so the closer one
victims. In Fig. 4, we assume that conductor 1 is nownay not be the more significant one. This means that a farther
the aggressor and all others are victims. conductor may have stronger coupling but is not included in
ESF, ESR, and ESA Suppose the aggressor has lengtthe window. Second, an intuitional solution is to select the
L. We define theextended search factor (ESF): such largest inductive coupling values in the small window. To find
that theeffective search range (ESRjncreases from the the largest off-diagonal entries in the corresponding column of
length of the aggressdr (i.e., segmentf) to (1+2z)L £, we have to extract all the partial mutual inductance values,
(i.e., segmenth). Then, theeffective search area (ESA) which makes the extraction complexigy(n?) and loses the

is defined by sweeping from left infinity to right infinity efficiency and the intention of the sparsification. Moreover, this
with the ESR. The ESA is marked by slash lines igolution leads to a topologically asymmet#icmatrix and the
Fig. 4. later-on symmetrization process introduces more errors to the
Shields and Shielding Level If a victim is partially or final sparse matrixC.

fully in the ESA, it is called ashield for the aggressor.  |n (1), the inner product ofl; - di; implies that the mutual
For example, in Fig. 4 conductors 2, 4, 5, and 6 affiductance has a large value when two conductors are parallel
shields of 1, but 3 is not. Thehielding levelindicates and next to each other, and has a small value when they are mis-
how close the victim shields the aggressor. If there exigfigned. If two conductors are perpendicular, their partial mu-
k shields between a shield and the aggressor, the shiglgl inductance is zero. From these observations and utilizing
is of the (k + 1)th level. For example, conductor 2 is thehe shielding effect of reluctance elements, given the E&fd
shield of the first level for segmentd, and conductor the desired shielding levéi, which conductors should be in-

4 is the shield of the second level féd. Conductor 5 cluded in the small window is determined by the window selec-
contains two part. The upper part is the shield of thgon algorithm (WSA) that is summarized in Table II.

third level forbd and the lower part is the shield of the Note that we select the shields until every segment on the ESR
first level for dg. is shielded no less thah levels to ensure that the significant

We now discuss how and why ti&-method works from both effect is captured. For example, if we set the level of shielding
the physical and numerical points of view. From the physicéb 1 in Fig. 4, the victims selected should be conductors 2, 5,
point of view, the experiment results in [1] demonstrate that tied 6. Thus, all points oah are shielded at least once. In this
shielding effect of the mutual reluctance does exist but not falgorithm, we only have to search the right-hand side shields for
partial mutual inductance. It means a conductor that is shieldegich aggressor. The left-hand side shields can be obtained from
by any other conductor is more likely to be excluded from the réhe previous results, which can save half of the extraction time.
luctance extraction window. From the numerical point of vievit he obtainedk -matrix is topologically symmetric.
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Conductor Geometry Original K-method | WSA-based K-method respectively. The relationships between branch currents and
voltages are as follows:

. . . d d,
is = —L(t), iy = Gvy, i. = CEVC, v = £E11. (29)

I(t) is the vector of current sources. The conductance m@trix
and capacitance matrix are diagonal matrices. Implementing
the traditional partial inductance extraction, the inductance ma-
trix £ turns out a dense matrix, which is known to be SPD.

MNA combines (18) and (19) and eliminates unnecessary
branch currents except those running through inductors. Then
we obtain the following:

®®00000000
00000000 eSe
000O0O0OOCCe®S®
QOO000Ce®E®CO
00000C®®@®O0O
0000Ce@®®@00O0
000®@®@@e0000
OOCee®@e0000C
0O®9®e®000000
@08 000000C0
®900000000

—
]
1
|

cCo0O0OOCeCOe®
0000C0OCeS®S®ES
0000OCee®e@®Q®O
CCeeOee0e8C
[eNeReNoN X X X NoN
0®00@®®0000
OCeeO0O0@®@CO00
LE R X Relel NoRoNe)
0@ 0®00000
9980000000

| H _ N H Jik Undefined

K | Gx+Cx=b (20)
in which
N r T
Fig. 5. Comparison between prior works and our WSA-basemethod. G = i Aal ]
| — 4™
Fig. 5 illustrates the difference between prior works and our X = V"]
WSA-basedK-method. In this example, we set the desired L
shielding level to 1 and the ESF to 0. For equal-length cases, ¢ = C 0}
the WSA functions exactly the same as the origifamethod 10 £
does. For unequal-length and misaligned cases, the WSA can [ —-ATT,
capture the important coupling values while prior works leave b= 0 ‘ (21)

the problem undefined.
P In(21),G = ATGA, andC = ATCA, which are both SPD.

For transient analysis, the trapezoidal integration approximation
_ .III. INDUCTWISE SlM.UI.'ATOF? . of (20) over the time intervdkh, (k + 1)h] is given by
In this section, we present our ef_'f|C|ent time domaln_RLKC /x4 ikl xk bE+1 4 bk
INDUCTWISE simulator. We will first focus on two circuit G[—— ) +C = )
matrix formulations MNA (modified nodal analysis) and NA 2 h 2
(nodal analysis). Later, the way to deal with independent sourdesan be rewritten as follows:

in the NA formulation and the pros and cons of these two for-/ . 2 . fi1 ~ 22\ & ft1 .
mulations will be discussed. <G + EC> X = <—G + EC> x" +b" + b (22)

A. MNA Approach The MNA approach works for ordinary sparse partial induc-

tance approximations, but not for the reluctance matrix. In this

_First, we briefly review the MNA equations. Given a lineapaper, we use this method to solve the exact solution with full
circuit, the adjacency matrixA, can be determined from the » oyiraction.

directed graph by the following rule:

+1, ifnodej is the source of branch B. NA Approach
A;; ={ —1, ifnodej is the sink of branch Although the MNA provides a good solution for general

- 0, otherwise circuits, the introduction of extra current variables makes
' ' o o the system matriXG + (2/h)C) in (22) asymmetric, which
This matrix represents the connectivity of a circuit, and th@akes the well-known Cholesky decomposition inapplicable.

Kirchhoff’s law in terms of it is as follows: In this section, we will show that the NA is feasible for sparse
KCL: ATi, =0 and KVL: Av, — vy (18) reluctance matrices, and has even more advantages than the
MNA method.

wherei, andv, are the vectors of branch currents and voltages, BY substituting (21) for (22) and performing block matrix
respectively, and,, is the vector of the node voltages. For #Perations, we obtain two equations as follows:

circuit with RLC elements and current sources, the adjacenc 2 - Pektl 2 A Tk
matrix, the branch voltages, and the branch currents can be p S EC Vo FALT = (-Gt EC v, tAY
titioned into these forms _AT (I 4T 23)

A, Vs is

2 2
. . k+1 | 2 pek41 _ k| % pek
A= B w2 |V g2l Ay LT = Ave L (24)
‘:" Ve 1,“ Since £ is positive definite and, thus, invertible, we multiply
1 Vi 1

(h/2)L£~1 to both sides of (24). Rearranging the terms, we get

The subscripts, g, ¢, andl stand for branches, which contain el . fit . "
independent current sources, resistors, capacitors, and inductors, L= 5"3 A (Vn + Vn) +1;. (25)
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By substituting (25) for (23) and multiplyingA} to both sides
of (25), we get the following two equations:

2

Super Nodsylz -
h
(b) (©

—2A7 1 - A7 (K 4IT) (26) . o
Tektl ka1 & Tek Fig.6. Voltage source transformation. (a) The original circuit. (b) Group nodes
2A; 1; =hK (Vn -I-Vn) +2A7i] (27) & andl and form a super node — [. Transform voltage sources to Norton
equivalent currents.

2 h
<G+_C+ §K> V§+1 = (—G—|— SuperNode k -1y

h k

inwhichK = ATKA,;, whereK is the reluctance matrix that

equalsC™. LetY = (G + (2/h)C + (h/2)K) sinceG, C, has tremendous benefit for later transient simulation since we

andK are all admittance. We can derive the following theoremiave a smaller amount of matrix entries in the triangle ma-
Theorem 3: The admittance matri¥ is symmetric and pos- trices. It is also known that it is easier and more efficient to

itive definite. ~ perform matrix reordering to symmetric matrices. About matrix
~ Proof: Sincek’ was shown to be SPD from the precedingeordering algorithms, there are just so many of them such as
discussionyz reverse Cuthill-McKee (RCM), minimum degree (MD), nested

dissection (ND) methods, and their variants. From the authors’
T _ T T _ T

2Kz =2" (A[KA)) z = (Aiz) K(Ai2) > 0. (28) knowledge and experimental results, we discover that MD is one
Both G andC are SPD. Therefora/z of the most efficient ways to reduce fill-ins for time-domain cir-
cuit simulators.

2 h
T _ T = o
#Y¥z=z2 <G + hC + 2K> i D. Handle Independent Voltage Sources

2 h In case there are independent voltage sources in the circuit
_.7G T(Zc T (g p - g. : )
et S 2 ‘ we have to add extra current variables in the MNA equations.
> 0. Thus, (20) becomes
. - . )
Y, thus, is proven to be SPD. [ [G Av] [.x}_k[c 0} {X} = {b} (29)
From Theorem 3, the Cholesky decomposition or the precon- LA 0 | [ 1o 0 0L Vs

ditioned conjugate gradient iterative method [17] is applicablehereA., andv, are the adjacency matrix and vector of values
for the NA formulation. Using the reluctance extraction algdor voltage source elements, respectively. In ourimplementation
rithm shown in the previous sectiok, is sparse, which makes of the NA, we transform voltage sources into Norton equivalent
Y also a sparse matrix. This result is derived from our previoggcuits as shown in Fig. 6.
works [17], [18]. Another work [16] has made similar discovery If the voltage source connects to the or C' elements,
independently. this method can be easily implemented. Norton equivalent
circuits for R andC elements are available. However, coupling
C. Implementation Considerations: A Comparison Study  of inductances makes this transformation inapplicable for

Since the MNA matrix(G + (2/h)C) in (22) is asym- L lements. Consider the circuit shown in Fig. 7(a), which
metric, LU factorization is unavoidable even when we switchOWs a voltage source connecting to one terminal of two
the sign of—A; and£ in (21) to be a symmetric but indefinite coupled inductances. Using frequency-domain analysis, the
matrix. On the contrary, matri%’ in the NA is SPD, which current—voltage equations on its two ports are as follows:
makes the Cholesky decomposition applicable. There are sev- [ Ky ViV KIQV
eral well-known benefits of the Cholesky decomposition over r= T( 1= Vi) + s 2
the LU decomposition. First, the runtime and memory require- I — @(V Vi) + @V
ments of the Cholesky decomposition are half as those of the 2T g WVt K s &

LU decomposition, since the former can take the advantagRese two equations can be rewritten as

of the symmetricity. Second, the LU decomposition requires K K K
advanced reordering and pivoting algorithms to enhance nu- L=""v4+ 22y, - ZHye
merical conditions and avoid breaking down. It has been shown KSIQ K822 KSIQ
that the accuracy of the Cholesky decomposition is always the Iy = TVl + Tsz - TVK

best regardless of the matrix ordering. Matrix reordering for

the Cholesky is usually performed only for fill-in reoluctionWhich can be represented as the circuit shown in Fig. 7(b). The

and only topologically. The sparsity of the NA formulatiOnvoltagesource is replaced by current sources. Since conductance

is often slightly worse than MNA sinci — ATKA, intro- (@), capacitance(), and reluctanceK) are all admittances,

duces more matrix entries thah However, we believe that Fheyshare similarities in equivalent circuit transformation. Thus,

the additional entries are offset by the saving of symmetricit@. can be applied to the NA analysis.

It is well known that the computation time of the factor-
ization is dominated by the number of fill-ins and the matrix
ordering plays a crucial role to the fill-ins. The reduction of We developed our INDUCTWISE reluctance extractor and
fill-ins not only saves the runtime of the decomposition but alssimulator in C/C++ programming language. The extractor

IV. EXPERIMENTAL RESULTS
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Fig. 7. Norton equivalent transformation for reluctance elements.
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Fig. 8. Errors of (a) inductance and (b) resistance for INDUCTWISE without adaptive discretization.

implements our WSA-baseR -method. The simulator imple- of the conductors into 5 filaments according to the skin depth

ments both MNA and NA solutions, which is able to simulatand repeat the preceding experiment, whose result is shown in
circuits with inductance and reluctance elements. SimulatioREy. 9. It's clear that both resistance and inductance values have
are run on an Intel Pentium IV 1.4-GHz system with RedHa¢ss than 1% of error when the operation frequency is less than

7.2 Linux operating system. 50 GHz, which is highly improved.
) Therefore, according to the width and maximum frequency
A. Accuracy of Inductance Extraction (user defined) INDUCTWISE dynamically adjusts the number

INDUCTWISE extractor utilizes formulae-based inductancef flaments for each conductor to achieve accurate extraction
calculation [19], [20] to obtain the inductance values of interestith the smallest number of filaments. Unlike FastHenry,
Figs. 8 and 9 show the errors of inductance and resistadd®UCTWISE does not combine filaments to equivalent
values of INDUCTWISE. We compare self inductance anBL values, but keeps these discretizBd. elements in the
resistance values extracted from INDUCTWISE with thosgubsequenttime-domain simulation. There are two reasons why
from FastHenry [6], in which each conductor is discretized intwe implement our extraction tool in this way. First, although
100 filaments. The height of the conductor is 0,28 and its introducing additional elements into time-domain simulation
length is 100um. Five different widths (0.1, 0.5, 1, 2, Am) hurt the runtime of our simulator, it results in more accurate
are tested over 0.4 50 GHz operation frequencies. In Fig. 8simulation. When performing on-chip circuit simulation,
no discretization is performed for each conductor, and it shoWere are usually more than one frequency components. Using
that the formulae-based inductance extraction have less tiesivalent? L values would cause the time-domain simulation
1% of error when the operation frequency is under 10 GHz atel be accurate only for the specified frequency component.
the wire width is less than 2m. For those wider conductors orSecond, from Figs. 8 and 9, we know that only a few filaments
higher frequency components, finer discretization is necessarg needed for wide conductors. In addition, parallel connected
to preserve accurate extraction. We, thus, adaptively cut eadhes are preferable to wide interconnects in VLSI designs in
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Fig. 9. Errors of (a) inductance and (b) resistance for INDUCTWISE with adaptive discretization.

TABLE 1lI
ACCURACY OF THEWSA FOR DIFFERENT SHIELDING LEVELS AND ESFs (154 GONDUCTOR SEGMENTS)

Attacker Faraway victim
Shielding Level | ESF || Density | 1° peak error | 2*? peak error | 1°% peak error | 1°¥ droop error
1 0.0 4.0% 3.21% -2.26% -33.52% -51.72%
1 0.5 4.6% 0.55% 0.62% -26.46% -37.710%
1 1.0 5.0% 0.52% 0.82% -27.19% -35.63%
2 0.5 8.1% -0.33% 0.72% -11.59% -22.99%
3 0.5 11.4% 0.12% 1.23% -11.30% -22.07%
5 0.5 17.5% 0.20% 1.91% -3.85% -4.85%

order to avoid skin effect. Thus, very wide conductors woulehatches the exact solution. From this result, by choosing a suf-

be in the minority for on-chip parasitic extraction process. ficient shielding level and ESF, we can capture the inductance
effect precisely with very few mutual reluctance elements.

B. Accuracy of Reluctance Approach

Table Il shows the accuracy information of the time-domai
simulation using the WSA-based reluctance extraction with aTable IV shows the runtime information of INDUCTWISE.
154-conductor circuit. Each driving end has a voltage sourdde drive and loadRC setup is the same as described in the
connected to the nearest ground wire, and each loading end pwa&vious paragraph. In order to have fair comparison with
load capacitors connected to both the power and ground linEastHenry, we set only one filament per conductor for both
We activate one of the driving sources, which is called attackd&lDUCTWISE and FastHenry. It shows that INDUCTWISE
with a 1-volt step function, and observe the responses of tiseabout & faster than FastHenry under the same accuracy
loading ends of both the attacker and a faraway victim thatlsvel. By using our sparse reluctance solution, the extractor can
ten conductors away from the attacker. From Table IlI, we finchprove another 26.2.
that the shielding level and the ESF affect the accuracy in theFor time-domain simulation, we perform 200 timesteps
following manner. Enlarging the ESF improves the accuradgr each simulation. For the 1000-conductor case, SPICE3
on the attacker, but not the victim. On the contrary, enlargifgl] takes 23322.3 s to solve the exact solution while IN-
the shielding level helps improve the accuracy on the farawB}JCTWISE only takes 43.7 s (534x3speedup). Due to the
victim, but has less effectiveness on the attacker. Fig. 10(a) awperlinear dependence of solution time on matrix size, the
(b) shows the waveforms for different parameters and illustratggeedup will be more dramatic for larger systems. By setting
this trend. In this case, shielding level 1 with 0.5 ESF already afre shielding level to 3 and the ESF to 0.5, the sparse reluctance
proaches the exact solution very well for the active conductanethod improves an extra 488 INDUCTWISE can extract
and a higher shielding level even improves the faraway acand simulate a 100K-conductor RKC circuit within 13.5 min.
racy more. The WSA with shielding level 5 and ESF 0.5 almo$te runtime of the sparse reluctance approach is almost linear.

fy- Runtime Comparison
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Fig. 10. Waveforms of (a) Attacker at different ESFs and (b) Faraway victim at different shielding levels.

TABLE IV
RUNTIME COMPARISON BETWEEN INDUCTWISE (RLCAND RKC), FASTHENRY, AND SPICE3 (RLC)
Extraction Simulation
# of FastHenry | INDUCTWISE SPICE3 | INDUCTWISE
conductors Full £ | Full £ [ Sparse K Full £ | Full £ [ Sparse K
154 3.8s 1.6s (2.4x) 0.6s (2.7x) 22.7s 0.4s (56.8x) 0.2s (2.0x)
500 126.3s 17.3s (7.3x) 2.6s (6.7x) 1794.3s 7.1s (252.7x) 0.7s (6.4x)
1,000 595.5s 69.1s (8.6x) 5.3s (13.1x) 23322.3s | 43.7s (534.3x) | 1.5s (29.9x)
2,000 2029.8s 275.2s (7.4x) | 10.5s (26.2x) >4days 561.6s 3.25 (488x)
4,000 - - 21.2s - - 6.5s
8,000 - 42.6s - - 14.6s
10,000 - 53.4s - - 18.6s
100,000 - 534.0s - 270.4s
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V. CONCLUSION [17] T.H.Chenand C. C. P. Chen, “Efficient large-scale power grid analysis
based on preconditioned krylov-subspace iterative method$?tan.

Design Automation Conflune 2001, pp. 559-562.

tance effect was proposed in this paper. We developed a robu$t8] T. H. Chen, C. Luk, H. Kim, and C. C. P. Chen, "INDUCTWISE: in-

efficient, and accurate inductance extraction and simulation
tool, INDUCTWISE, extending the state-of-the-art inductance19]
extraction technique, thE -method. We introduced the concept
of reluctance, pointed out the stability issue in tkiemethod,
and retrieved this method with theoretical explanation and an
auxiliary algorithm (RBA). The WSA further allows the reluc-
tance extraction for general geometry configurations. With thé?H

ductance-wise interconnect simulator and extractorPrwc. Int. Conf.
Computer-Aided DesigmNov. 2002, pp. 215-220.
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NA formulation, INDUCTWISE can directly take reluctance
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both extraction and simulation have almost linear complexity.
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