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ABSTRACT
With deep-sub-micron (DSM) technology, statistical timing
analysis becomes increasingly crucial to characterize signal
transmission over global interconnect wires. In this paper,
a novel statistical timing analysis approach has been devel-
oped to analyze the behavior of two important pipelined
architectures for multiple clock-cycle global interconnect,
namely, the flip-flop inserted global wire and the latch in-
serted global wire. We present analytical formula that is
based on parameters obtained using Monte Carlo simula-
tion. These results enable a global interconnect designer to
explore design trade-offs between clock frequency and prob-
ability of bit-error during data transmission.

Categories and Subject Descriptors
B.8 [Hardware]: Performance and Reliability

General Terms
Algorithms, Performance, Design, Reliability

Keywords
Statistical Timing Analysis, Interconnect Pipelining

1. INTRODUCTION
In this paper, we performed statistical timing analysis on

two types of pipelined, multiple clock-cycle, global intercon-
nect architectures: a flip-flop inserted global interconnect
wire [1–7], and a latch inserted global interconnect wire.
Our goal is to analyze the effects of parameter variation
and noise on the successful transmission of data in such a
circuit. Specifically, we assume that the statistical varia-
tion of individual parameters, such as clock skews and jitter,
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process parameters, and noise statistics are known. Using
these statistics, we are able to derive analytical formula that
characterize the distribution of timing delay of these mul-
tiple clock-cycle global interconnect wires. These distribu-
tions then allow one to estimate the probability of erroneous
transmission of a single bit through the wire at a particular
clock frequency. By varying this expected operating clock
frequency, a bit-error-rate versus clock frequency plot can
be drawn for each of these two global interconnect architec-
tures. A plot for both the flip-flop inserted and the latch
inserted global interconnect system allows one to compare
the different features of these two architectures.

The results presented in this paper differ from these earlier
results and are significant in several aspects:

• Existing statistical timing analysis results [10, 12–19]
focused on combinational logic. The nonlinear effect
of sequential elements such as flip-flops or latches have
not been investigated

• An explicit, closed-form expression of the probability
density functions (p.d.f.s) of data arrival time has been
derived for both flip-flop-pipelined global interconnect
and latch-pipelined global interconnect.

• These p.d.f.s facilitate the estimation of the bit error
rate (BER) of each type of global interconnect and
therefore mathematically characterize the performance
of these communication channels.

• By evaluating the BER against different expected op-
erating frequency, designer is able to explore the design
space such as the number of pipelined stages, wire seg-
ment lengths, etc. to optimize the global interconnect
design.

2. DFF-PIPELINED WIRE TIMING
A typical DFF-based interconnect pipelining stage is shown

in Figure 1. The positive-edge-triggered DFF has a size s,
the wire length is l, the source driver has a size z, and the
receiving driver has a size w.

We denote τsetup to be the set up time of a DFF, τprop

to be the propagation delay from D to Q after the positive
clock edge; and τwire to be the propagation delay from the
output of DFF at stage i to the input D of DFF at stage
i + 1. For the DFF at the (i + 1)th stage to properly latch
on a data bit, the propagation delay

pi = τprop + τwire (1)
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Figure 1: DFF Pipelined Interconnect Stage

must satisfy a timing constraint

0 ≤ pi ≤ TCLK − τsetup (2)

In other words, if a data bit has been already correctly
registered by the DFF in ith stage, the probability to have
correct data transmission between the ith and (i+1)th stage
can be expressed as:

q = Pr(0 ≤ pi ≤ TCLK − τsetup) (3)

We model the data arrival time pi as a random variable
with probability density function (p.d.f.) P (pi). Noted that
from equation (1), pi is the sum of two independent random
variables, τprop and τwire with p.d.f.s denoted by P (τprop)
and P (τwire) respectively. Hence P (τstage) can be found as
the convolution of P (τprop) and P (τwire):

P (pi) = P (τprop) ∗ ∗P (τwire) (4)

where “**” is the convolution operator.
We assume that the clock period TCLK and the setup

time of the DFF, τsetup are random variables. Hence, A =
TCLK−τsetup will also be a random variable with p.d.f.P (A) =
P (TCLK) ∗ ∗P (−τsetup). Thus,

q =

∫ ∞

−∞

{∫ TCLK−τsetup

0

P (pi)dpi

}

P (A)dA (5)

Since pi is the sum of timing delays, the probability of the
event pi < 0 is zero. Hence above equation can be rewritten
as:

q =

∫ ∞

−∞

{∫ TCLK−τsetup

−∞

P (pi)dpi

}

P (A)dA (6)

where the lower bound of integration is extended from 0
to −∞. This makes it possible to define another variable
δ = pi + τsetup − TCLK with a p.d.f. P (δ) = P (τprop) ∗
∗P (τwire) ∗ ∗P (τsetup) ∗ ∗P (−TCLK) such that

q =

∫ ∞

−∞

P (A)dA

∫
0

−∞

P (δ)dδ =

∫
0

−∞

P (δ)dδ (7)

The error probability that a single data bit is transmitted
through a N-stage DFF-pipelined global interconnect wire,
denoted by BER, is the bit error rate when data is trans-
mitted through this on-chip communication channel. Due to
the presence of a DFF, the probability of correct data trans-
mission at each stage is independent of each other. Hence,

BER = 1 − qN (8)

Assuming that all timing variables τprop, τwire, τsetup, and
TCLK have normal distributions, then δ will also have a
normal density function with

µδ = µτprop + µτwire
+ µτsetup − µTCLK

(9)

σ2
δ = σ2

τprop
+ σ2

τwire
+ σ2

τsetup
+ σ2

TCLK
(10)

Hence

q = Pr(δ ≤ 0) =
1

2
+ erf

(
µδ

σδ

)

(11)

where erf(x) = 1
√

2π

∫ x

0
exp

(

− t2

2

)

dt

3. LATCH-PIPELINED WIRE TIMING
A typical latch-pipelined interconnect stage is shown in

Figure 2. Again, we assume the positive level-triggered latch
has a size s, the wire length is l, the sending driver size is z
and the receiving driver size is w.
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Figure 2: Latch Pipelined Interconnect Stage

There are three delays associated with a latch: (i) τdata,
the delay between data input terminal D and output ter-
minal Q when clock is high. (ii) τprop, the delay between
positive clock edge and Q. (iii) τsetup, the time data signal
must held steady before the falling edge of the clock signal
so that the latch may latch on to the correct data value.
We also denote by τwire the delay incurred over the wire
segments within a pipelined stage.

tx
i

tsetup

x
i+1

x
i-1

O T F O T FO T F

s
staget

p
staget

iTCLK(i-1)TCLK (i+1)TCLK

C B C B C BB

tsetuptsetup

Figure 3: Latch Timing

In figure 3, the timing constrains of a latch-piplined stage
are illustrated. The square wave in solid line represents the
ideal clock waveform with a period equal to TCLK . The pos-
itive clock edge is designated as the origin of each clock pe-
riod that extends over {t|(i−0.5)TCLK ≤ t ≤ (i+0.5)TCLK}.
We assume 50% duty cycle so that the width of the clock
pulse is 0.5TCLK . We use point B to mark the falling edge of
clock pulse, and point C to mark the point 0.5·TCLK−τsetup

within each clock cycle.
We denote xi as the arrival time of a single bit data to

stage i and pi = xi − i · TCLK . If the data arrives within
τsetup time units prior to the falling clock edge B, then the
D latch may not have sufficient time to register this new
data, and the data transmission will fail. Hence the interval
F = {t|C = 0.5TCLK − τsetup < t < 0.5TCLK} is denoted as
the faulty region within each clock period.

As illustrated in figure 3, xi−1 falls inside an opaque region
O = {t| − 0.5 · TCLK ≤ t ≤ 0} prior to the rising clock edge.



During this interval, the clock signal is low, and the latch is
off. Thus, the latch appears to be opaque to the data signal
at its input D. The data will remain there until the rising
clock edge at the end of this interval. Then it will propagate
through the latch and wire in pipelined stage i and arrive the
output of the acceptor at time xi. Thus xi = (i− 1)TCLK +
τprop + τwire Or equivalently, pi = −TCLK + τprop + τwire.
Note that pi is independent of pi−1.

In figure 3, xi arrives after the rising clock edge (t = 0)
and falls within a transparent region T = {t|0 ≤ pi ≤
0.5TCLK − τsetup}. Since the latch is on, it appears trans-
parent to the input signal at D. The incoming data imme-
diately starts passing through the latch, subsequent buffers,
and wire. Hence xi+1 = xi + τdata + τwire, and pi+1 =
pi + τdata + τwire − TCLK . To summarize,

pi+1 =

{
τprop + τwire − TCLK ifpi ∈ O;
pi + τdata + τwire − TCLK ifpi ∈ T.

(12)

If pi ∈ F , then the data transmission is considered as a
failure and there will be no pi+1.

Note that when pi ∈ T , pi+1 is dependent on pi. This is
not the case of a DFF pipelined global interconnect where
the delay within each pipelined stage is independent of other
pipelined stages.

In order to calculate the probability of successful transmis-
sion of a single data bit through a N-stage D latch-pipelined
global interconnect, one needs to compute the p.d.f. of the
data bit arrival time P (pi) for each pipelined stage. This
task is much more complicated for a latch-pipelined global
wire than a DFF-pipelined global wire, because pi may de-
pend on pi−1 if pi−1 ∈ T , or pi may not be defined if
pi−1 ∈ F . Therefore, we will derive a formula for a con-
ditional p.d.f. P (pi+1|pi ∈ O ∪ T ) instead. Since {pi ∈ O}
and {pi ∈ T} are disjoint events, one has

P (pi+1|pi ∈ O ∪ T ) (13)

=
Pr(pi ∈ O)

Pr(pi ∈ O) + Pr(pi ∈ T )
P (pi+1|pi ∈ O)

+
Pr(pi ∈ T )

Pr(pi ∈ O) + Pr(pi ∈ T )
P (pi+1|pi ∈ T )

where P (pi+1|pi ∈ O) = P (τprop) ∗ ∗P (τwire) ∗ ∗P (−TCLK);
P (pi+1|pi ∈ T ) = P (pi|pi ∈ T ) ∗ ∗P (τdata) ∗ ∗P (τwire) ∗
∗P (−TCLK) and

P (pi|pi ∈ T ) =







0 (pi /∈ T )
P (pi|pi−1 ∈ O ∪ T )

Pr(pi ∈ T )
(pi ∈ T )

(14)

Given the initial p.d.f., P (p0) as the input of the first stage,
then, recursively, P (pi+1|pi ∈ O∪ T ) can be computed once
P (pi|pi−1 ∈ O ∪ T )) is computed.

For i > 1, given that the first i−1 stages have successfully
transmitted a one-bit data, the probability that at the ith

stage the data bit is successfully delivered to the (i + 1)th

state is:

qi = Pr(pi ∈ O ∪ T |pi−1 ∈ O ∪ T ) (15)

=

∫∫
+∞

−∞

[∫ C

B

P (pi|pi−1 ∈ O ∪ T )dpi

]

P (B)P (C)dBdC

where random variables B = −0.5TCLK , C = 0.5TCLK −
τsetup and their p.d.f.s are P (B) = P (−0.5TCLK) and P (C) =
P (0.5TCLK) ∗ ∗P (−τsetup) respectively. For i = 1,

q1 =

∫∫ +∞

−∞

P (B)P (C)dB dC (16)

To deliver a data bit through N latch-pipelined stages
without error requires that it is delivered correctly at each
of the N stages. Hence, the overall bit error rate(BER) can
be evaluated as:

BER = 1 − q1 · q2 · · · qN
︸ ︷︷ ︸

N

= 1 −

N∏

i=1

qi (17)

4. EXPERIMENTS AND RESULTS
We performed Monte Carlo simulation based on 0.18µm

technology parameters to estimate the p.d.f.s of timing pa-
rameters τsetup, τdata, τprop, and τwire. The nominal design
parameters used are: s = 16µm, w = 24µm, z = 40µm.
The latches are designed such that τsetup = τdata. The ran-
dom wire delay has a mean value µw that is a function of the
length of the wire segment l. The standard deviation of the
wire delay, σw is assumed to be a constant. The resulting
timing parameters’ p.d.f. are described in table 1 below:

Table 1: Distribution Parameters for Delay Ele-

ments
µ σ

DFF Latch DFF Latch
τsetup 94ps 119ps 9ps 13ps
τprop 120ps 116ps 13ps 13ps
τwire µw 9ps
TCLK µc 17ps

Given the BER estimate, the expected throughput rate
will be lower, and can be represented as:

Thput =
1 − BER

µc

(18)

If error correcting code (ECC) is inserted, the attainable
throughput rate will be further compromised.

In Figure 4, the STA analysis results of the BER and
throughput of both a DFF based global interconnect wire
and a latch based global interconnect wire are plotted. This
pipelined global interconnect wire has 8 pipelining stages
with the legnth of each wire segment equal to 1.4mm(µw =
110ps).
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Figure 4: BER and Throughput v.s. Mean Clock

Frequency

Shown on the left of Figure 4(a), the BER of a DFF
pipelined global interconnect grow swiftly after the clock
frequency exceeds a threshold. The data indicates that the
BER is maintained below 1% if the clock freuqency is kept
below 2.34 GHz.



Interestingly, the latch-based pipeplined global intercon-
nect has a BER that is high when the clock frequency is
either too high or too low. When clock frequency becomes
higher, BER will also increase is expected. However, when
the clock freuqency is too low, the transparency duration
T increases; while the propagation delay remain unchanged.
As such, a data bit may pass through more than one pipelined
stage, causing timing error. From the data, we observe
that within a range of clock frequencies 3.34GHz ≤ 1/µc ≤
3.44GHz, the BER is kept below 1%.

To the right side of Figure 4(b), the expected throughput
rate are calculated using equation 18. It is seen that the the
expected throughput rate of the DFF pipelined intercon-
nect wire reaches a maximum value of 2.35 Gbps; while the
latch-pipelined interconnect wire reaches a maximum value
of 3.38 Gbps; representing a 44% improvement in through-
put. Clearly from a statistical timing analysis point of view,
the latch-based interconnect wire has noticeable throughput
advantage.

As a comparison, using worst-case timing analysis on the
DFF pipelined global interconnect, it is estimated that the
maximum operating clock frequency will be 2.2 GHz to en-
sure the corresponding BER will be less than 1%. Compared
to the 2.35GHz estimate, it is about 7% off the mark.
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