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Abstract— Frequency dependent interconnect analysis is chal- Most existing inductance and reluctance extraction algo-
lenging since lumped equivalent circuit models extracted ta rithms utilize static formulae to calculate inductanceuesi.
different frequencies exhibit distinct time and frequencydomain  One prerequisite of applying those formulae is that the cur-
responses, and consequently, the analysis of a single eqlent o\ jensity along a conductor segment is evenly distribute

circuit is inapplicable to evaluate the interconnect behaior at However. as frequency arows ovéoHz. the skin depth
other frequencies. In this paper, we present a wide frequenc ! q y g GHz, p

range interconnect extraction and analysis methodology. irst, ©f @ conductor segment varies froium to 20um, while
an improved reluctance-based extraction algorithm is propsed itS width may far exceed the skin depth, especially for
to generate compact interconnect models at some sample fre-global interconnects within the upper metal layers. There-
quencies. Then, DLSCF (Discrete Least Square Curve Fitting fore, conductor segments are necessarily discretizedviote
techniques are employed to produce approximation polynomi gelicate filaments and currents within those thin filaments
als to calculate parasitics at other frequencies. Finally,after are assumed uniform. Although discretization captures- non

transferring those approximation polynomials into power ries . L : . .
of 5 and substituting them into the MNA (Modified Nodal uniformly distributed currents, it also increases the nhedm

Analysis) formula, we develop and apply the WIFRIM (Wide d_ramatical_ly. quth(_armore, different frequencies giv;aerto_
Frequency Range Interconnect Moment Matching) algorithm o different discretization schemes, and hence result inouari

calculate moments of arbitrary orders. Since WIFRIM only needs equivalent circuit models.
to decompose a sparse conductance matrix once, it results in  Simulating those interconnect models is even more arduous
significant speedup while providing accuracy within 1% erra.  due to their astounding sizes. Moment matching techniques
[7]-[9] have been extensively studied to evaluate inteneah
systems in the past decade. However, existing moment match-
The irrepressible march toward smaller integrated circuiig methods are applicable when lumped RLKC circuits are
and faster operation frequency has made accurate and effficiavariant and independent of frequency. Therefore, thelevho
analysis of on-chip interconnects a critical issue for guairequency domain spectrum can only be obtained by extigctin
anteeing signal integrity and satisfying design specificst and simulating different frequency dependent models many
However, the increasing visibility of high frequency effec times, since the simulation result of one model is exclugive
such as skin effect, proximity effect, and substrate effeatalid for the particular frequency at which it is extracted.
leads to inherently frequency dependent interconnect fapde Unsatisfied with those existing interconnect modeling and
Those lumped equivalent circuit models extracted at difier simulation problems, this paper proposes an efficient ntetho
frequencies may exhibit distinct time and frequency domain ology to generate interconnect models and perform frequenc
sponses. Apparently, it is impractical to perform extr@ttnd dependent interconnect analysis. Our contributions irs thi
simulation at every frequency within a wide frequency ranggaper are as follows: (1) we device a new reluctance extracti
of interest. Therefore, how to efficiently analyze frequenalgorithm with simultaneous parallel filaments reductidhis
dependentinterconnects has become one of the desigrgir’s fmethod can generate compact circuit models without inegrri
priority concerns. additional computation time and sacrificing any accuragy; (
One difficulty of constructing interconnect models is tave propose to simply extract circuit models at several sampl
capture the long-range inductive effects. Reluctancedhadrequencies and then apply DLSCF to obtain approxima-
methods [1]-[4] have been proved to be accurate and efficietidn polynomials to calculate parasitics at other frequesc
Those methods benefit from the great locality and shielding é&dvanced discrete curve fitting techniques are employed to
fect of reluctance, and hence lead to superior sparse aglcet solve numerical problems while guaranteeing the convergen
matrices compared to the traditional PEEC-based methdds [bhe comparison with state-of-the-art extraction toolghsas
[6]. Furthermore, the reluctance matrix is stable and pe@sit Sonne®, shows that approximation polynomials of a reason-
diagonal dominant, which makes it even more attractive fable order provide sufficient accuracy withinl% error; (3)
circuit simulation. we derive and apply WIFRIM algorithm to calculate moments

I. INTRODUCTION



of arbitrary orders with the consideration of model vadati A, andA. denote the adjacency matrices of conductances and
at different frequencies. The obtained moments therefare aapacitances, respectively.

be used to evaluate the interconnect behavior within a wide 0 illustrate the idea of the new moment matching method,
we expand both sides of (2) into Taylor series around zero

frequency range. o frequencys = 0 and by using (3), we get
We have clearly supported the motivation for the new

methodology. The discussion proceeds (Section II) with d { Go Af } +§ { Gr 0 }Sk_’_ % { Cp 0 }Sk+1)
scribing the details of the WIFRIM algorithm. Section Hi*L =4t 0 =Ll 00 =l 0 Ly
presents the new extraction algorithm and DLSCF techniques © T L T w1 g
Meaningful experimental results (Section IV) and a summary kgo [ mt } s =—A I;) [ 0 } 55
of our work (Section V) conclude this paper.

Foxa

wheremy, mi anduy, the coefficients of the&" term in

[I. WIDE FREQUENCY RANGE MOMENT MATCHING the Taylor series, are known as ti&* moment ofV,,, I;

In the introduction section, we have presented the outli@ed I, respectively. The basic idea of moment matching is to
of our interconnect analysis methodology: represent the finite unknown moments of the left hand side

« Extract parasitics at selected sample frequencies; of the above equation in terms of the known moments of the

« Apply the WIFRIM algorithm to calculate moments.  the whole frequency domain spectrum of a circuit.
. . _ o Rearranging the terms on the left hand side in the above
Since the ultimate goal of interconnect analysis is to gu@e equation gives:

that it satisfies the design specifications by examiningritg t M1 - . -
and frequency characteristics, the WIFRIM algorithm w#l b ST oPEsE Y { M| gk ~A Y [ Uk } P (5)
H - . ml 0 )
introduced before presenting other techniques. k=0 k k

Parasitic matrices for a given interconnect system are
sentially frequency dependent. Assume for now that tho

=0 - k=0

here

parasitic matrices, including the conductance magixthe Go AT ]
capacitance matrig, the reluctance matrixC, and the induc- —A 0 k=0,
tance matrixC, can be represented in power seriess of Ge+Cii” 0
PE = kT k-1 1<k<M, (6)
M M 0 C Lp—a -
G(s) = Gis', Cls) =D Cis', Cor 0 =M+ 1
i=0 i=0 M |

By matching the coefficients of in (5), the WIFRIM algo-
rithm can be expressed by the following equations
e Whenk =0,

M M
K(s) =Y Kis', L(s)=Y_ L;s" )
i=0 i—o

Parasitic matrices at a particular frequency= 27 f can be

produced by simply substituting = jw into (1). How to PE. m§ } :{ _"3“0 } )
express thos parasitic matrices in approximation polyiasni o
will be discussed in Section llI. e« Whenl <k <M +1,
A. WIFRIM for Extracting Inductance P my } _ [ —Ajuy, } B EPkL [ m§ } ®)
_ In the case that inductances are extracted for a general Mk 0 = LM
interconnect system, the equivalent circuit can be reptede
in terms of MNA equations in the Laplace domain as e Whenk > M +1,
G AT c 0 Vi 1 [ —Asls v _A, M+l my_.
(S A1[EeD[E]-[4 ] @ w[g]-[])-Sni) o
j=1 -
where G and C' contain the stampings of conductances ar]g
: . : can be seen that WIFRIM only needs to decompose the
capacitances respectivelyt; and A; represent the adjacenc . :
b P B P ) ysparse matrixPf = “ 4] once and the high-order

matrices of inductances and independent current souiges.
and I, denote node voltages and inductance current variablB¥ments only depend on lower-order ones, and hence can be
£ is the dense inductance matrix containing self and mutfnerated iteratively.

inductance information. i
Based on the assumption that parasitic matrige€, and B. WIFRIM for Extracting Reluctance

i i i i Due to its sparsity and stability, reluctance has been a&dopt
é ‘g%’\‘,igﬁse{ﬁ]%efﬁg dst';‘mpﬁgrcgﬁgﬁiig?@g’ ?ﬁ;v(%gnélghg as an efficient method to mode[ inductance effects. The MNA

stamping capacitance matriX in (2) can also be represente quations for reluctance is similar to (2) and the only cleang
in po€ve? ser?es of @ P Q|es that £ is replaced byC—!

M M G AT c 0 Vo | _ [ —Ais
G=> Gpst, €= Cpst, o ([ S A0 S DIT]-L 5] w
h=0 h=0 The reluctance matrixC is much sparse compared with the

inductance matrixZ and can be obtained by a new extraction
G = AL GrA,, C = ATCLA.. (4) algorithm given in the next section.

where



To take the full advantage of the sparsity/6f we multiply I1l. EFFICIENT EXTRACTION AND APPROXIMATION
H I 0
both sides of (10) b>{ 0 K ] and get We have presented in the previous section that WIFRIM can
G AT c o Vi AL generate moments under the assumption that parasiticcestri
({ KA, 0 } +5[ 0 I D { I } - [ 0 } - @D can pe represented in power seriessofin this section, we

Similarly, by substituting (3) into (11) and expanding tneat Propose an improved reluctance extraction algorithm toaekt
vector and the MNA variable vector into Taylor series aboyarasitics at some sample frequencies. Those discretdesamp

s =0, we get values are utlized by DLSCF to construct approximation
Go AT M G 01 . Co 0 polynomials, which can be employed by WIFRIM to calculate
( —KodA, 0 | T ; “KxA; 0 |5 TS 0 T moments of arbitrary orders.

]VI oo . . . .
Co 07 ki1 my } k. { ug } A A. Reluctance Extraction with Parallel Filament Reduction
+,;1{ 0 0 }S ),;)[ my, |° A’I;) 0 |* U2 Generally, the first stage of interconnect analysis is to
N ) - o _model the interconnect system as a lumped RLKC circuit. To
Rearranging the terms on the left hand side in (12) givesapture skin and proximity effects, conductor segments are
logarithmically discretized "into filaments according teeith

M+1 oo o . . f
K i my | e, uk | ok eometries, skin depths, and the current extraction fregue
};0 Pis kz;o[ mz }S - ’Azkz;o[ 0 }S ’ (13) gor an interconnect system containiig conductor segments,
- - assuming that thé'* segment is meshed inte, filaments,
where the total number of filaments within the system will be
a0 } e 3
- Ny = . 18
G1+ Co 0} k=1 ! kglnk 1)
X —K14; I ' ’ . , . .
B = Gy+Chq1 O (14) Obviously Ny is much larger thanV., especially at high
—KrA; 0 } 2sks M, frequencies.
[ Cu O b— M1 Igach_ filament is thin enough such that the current can be
0 0 T : approximated uniformly distributed inside the filament.ehh

By matching the coefficients of in (13), the WIFRIM tf}\t/ae(r:]utr)rentfi and the voltage drop;* on filamenti can be
algorithm of reluctance can be obtained as follows g y

o Whenk =0, N A
e Whenl <k < M +1, The filament DC resistancR;; can be calculated from
K my —Ajuy Al K mY h o I;
Py - [ m}’: } = { 0 } - ;)Pk,j [ m% } , (18 Ri;i et (20)
e Whenk > M +1, where o is the conductivity of the conductol; and a; are

its length and cross-section area respectively. The mutual
P { my } _ { —Ajuy, } - MZH o { my_ } Can partial inductance between filaments;;, has the following
1

mk 0 m_ formulation

It is clear that the WIFRIM algorithm for reluctance alsoynl Ly = M [/ / / / Mdaidaj] 1)
requires to decompose the sparse mafx = [ _ o, Al amaia; Ha; Jay i Ji T = 7l
once and the moment calculation process Is the same as Bregause the current inside each filament is assumed to be
of inductance. uniformly distributed, (21) can be accurately integrated b
The difference between WIFRIM and ordinary momerrover's or Hoer’'s Formulae [10], [11].
matching algorithm is that WIFRIM expresses parasitic iatr (19) can be written in a matrix form:
ces in power series so as to consider the parasitic varga#ibn (R+jwl)y- I = V, (22)
different frequencies. For ordinary moment matching mesho
the computational time of simulatingy sample frequencies
req_uiresN matrix decomp_ositionsl,\_f matrix-vector n_1u|tip|i— They are known by applying (20) and (21) after conductor
cations, andV vector additions. While WIFRIM only involves oo ments are discretized into filamentsand V are filament
one sparse matrix decomposition, at madgt+ 1 matrix- current and potential drop vectors respectively. The filame
vector multiplications andM + 2 vector additions, where impedance matrixZ(w) € CN+*Ns is given by
M is the highest order of approximation polynomials. Since
the dominant computational time is in matrix decomposition
and we will show in the experiment section that low-order Physically, a bundle of filaments within the same conductor
approximation polynomials are sufficient to satisfy theices segment can be treated as parallel branches. Merging glarall
accuracy, WIFRIM is an efficient algorithm to generate mo- 1A little hat”is used to distinguish the symbols for filaments from those
ments while taking frequency dependent effects into accoufar conductor segments

where R is an N; x N; diagonal matrix containing filament
DC resistances anblis the Ny x N 2, partial inductance matrix.

Z(w) = R+ jwl. (23)



elements can be facilitated by using admittance instead thE capacitance matri€. The detailed extraction algorithm

impedance. Le¥ (w) € CNs*Ns be the filament admittanceis summerized in Table I.

matrix. Then, There are two reasons that this new extraction method

VYw) -V = 1. (24) is more efficient than the original one. First, we only need
o . to solve (22) N. times instead ofN; times. Second, the
From (24), it is clear that the" column of Y (w) can be gimension of the obtained conductor admittance matfix)

obtained by setting thé" element inV' to one and the rest js mych smaller than that of the filament admittance matrix

elements inV" to zero, and then solving (22) to obtain thq/(w) and hence results in more compact models.

current distribution vectof, which is equal to thé*” column

of Y (w). Instead of directly inverting (w), Y (w), therefore, TABLE |

can be constructed by solving (ZMf times. EXTRACT RELUCTANCE WITH SIMULTANEOUS FILAMENTS REDUCTION.
However, this mathematical treatment is physically impos- _ , ,

sible, since we cannot set the voltage drop along one filamerdt"YT é\)grg‘éﬁgio?rzeiteizfoﬁeg i';‘g‘rfs'?g conductor segments;

to one while keeping all the voltage drops of its parallel oyTtpuT: Parasitic nf'atriceg andiC.

filaments zero. Consequently, in order to calculate theectirr BEGIN

distribution within conductok, we need to simultaneously set ~ For each conductoi in the interconnect system, do the following:
' a. Search its neighboring conductoi; by adopting one

voltages along all itsy;, filaments to one. window selection algorithm, such as [3], [4];
The physical meaning of the obtained current distribut®on i b. Discretize all the conductors withif’; into filaments;
that: the summation of all the filament currents within & ¢. Calculate the filament impedance matei;

X ) ) X X N . . Z N . .
conductor is its admittance, while the summation of filament 9 Set entries in the voltage vectsf; corresponding to filaments
in conductor: to one while others to zero.

currents within theé" conductor is its coupling with conduc_:tor e. Obtain the filament current distributiaff. by solving (22);
k. These values are stamped into the conductor admittance f. The self admittance of conductérequals to the sum of filament
matrix Y (w) € CN<*Ne which is obtained directly by solving currents within conducto; the summation of filament currents
(22) N. times in conductory is the coupling between conductorand 7;

¢ ' g. Synthesize admittance into serial resistance and relcetag

applying (26).

b, =1 PN f. Stamp those values into parasitic matricesind KC respectively.

c A = L =Yu END

B. Parasitics Approximation by DLSCF

Original Reluctance Extraction

Albeit the efficiency of our improved extraction algorithm,
L=V o i =y it is still impractical to construct interconnect models at
every frequency of interest. Therefore, we propose to apply
DLSCF to obtain approximation polynomials, which can be

= = used as close-form formulae to calculate parasitics atrarpi
Vi 5 ky frequencies. Furthermore, these approximation polynismia
Now Fime iracton are essential to our WIFRIM algorithm discussed previausly
Assume we have extracted parasitics for a given intercon-
nect system afV sample frequencies;, ws, - -, wn. A set
of parasitic values, po, - - -, py at those sample frequencies

Fig. 1. Physical Explanation of Original Reluctance Exiat Method and ; ;
Our Improved Reluctance Extraction Method. is to be apprOX|mated by the pOIynomlaI of degree

M
Elements withinY (w) represent admittances which are yw) = > aptr(w), (27)
composed of two parts: k=0

Yij = 9ij t I, (25)  where ¢g(w), ¢1(w), -, ¢m(w) are appropriately chosen

whereg;; is the conductance and; is the susceptance. ThePolynomial base functions. _
most straight forward way is to synthesizg; as serially  The residual(w;) at a particular frequency; of a certain
connected resistance and reluctance. The equivalentaresés approximation is defined as

r;; and reluctancé;; will be
J J M

e = 9ij r(wi) = pi — y(wi) = pi — Z agdr(wi). (28)
e gigj + x?j 7 h=0
[ _wleh +a) (26) The best approximation in the least square sense is the one fo
* T yvhllch the sum of the residuals squared over the whole domain
is least
Those synthesized values are stamped into the conductance
matrix G and the reluctance matricé&Sto construct equivalent i[ o g’:a op(@? =  minimum (29)
circuit models. In this paper, we apply FastCap to obtain 2P0 2 ROk '



By imposing the condition in (29), it is obtained that The significance of the obtained approximation polynomials

N Iy in (35) and (36) is not limited to calculate parasitics aftaaly
o . . . . .
8—{ > lpi - Zamk(wi)ﬁ} frequencies. What makes it really attractive is that it can b
a4 i1 k=0
N M
D ¢i(wi)lpi — Y ardr(ws)]
=1 k=0

incorporated into our WIFRIM algorithm to generate moments
for the entire frequency range.

0, (30)
IV. EXPERIMENTAL RESULTS

wherej =0, 1,---, M. Rearranging the terms and interchang- |n this section, we demonstrate the accuracy and efficiency
ing the summation over andk gives of the proposed interconnect analysis method. All the simul

M N N tions are run on an Int&l Pentiun® 4 2.4¢gHz system with

> ar Y i(wi)dr(w) =D pidj(wi), 1) 512 M B memory.

ot = To validate our frequency dependent interconnect analysis
and hence leads t/ +1 simultaneous linear equations, Ca”e%ethodology, it is important to show that DLSCF can approxi-
normal equations. Unknown coefficients, in (27) can be mate real parasitic values accurately. For comparisongserp
obtained by solving the normal equations in (31). we use one of the state-of-the-art full-wave simulationgpo

Although base functiow(z) in the approximation function sonne®, to capture parasitic variations with respect to fre-
y(w) in (27) can be simply chosen as monomials, the formguyency.

lated normal equations of the least square problem arelysual
ill-conditioned. Fortunately, the notorious numericablpiem
associate with solving a set of ill-conditioned simultango
normal equations can be avoided by choosiig) as mutu-
ally orthogonal polynomials.

A set of functionsg;, g2, ---, g, IS said to be mutually 5
orthogonal if 8
8
3 0 i#j E
sevg@) = {0 129 (32) g

kgl 7 Qi 1=

If one chooses the functions(w) as mutually orthogonal
polynomials, substituting (32) into (31) gives s . .

5 10 15 20
N N Frequency (gHz)

ax Y r(wi) = pi(wi), k=0,1,---, M. (33)

=1

i=1

Fig. 2. DLSCF: Discrete Least Square Curve Fitting (M: thghleist order

APparently, the use of orthogonal polynomials results i@ Sof approximation polynomials; N: the number of sample mjint
of decoupled equations, i.e. every normal equation yiefds o

unknown. Hence, coefficients, can be easily obtained as
SN pign(wi)

Figure 2 shows that low-order polynomials are sufficient to
approximate real parasitics accurately. Extracting pécasat
SN B2 (wi) six sample frequencies and using approximation polynamial
In this paper, we adopt discrete Forsythe orthogonal pol f order five can provide accuracy withi.1% error as

nomials [12] as our approximation base functiei{s’). The Shown in Figure 3. The reason why DLSCF can achieve
main advantage is that the orthogonal Forsythe polynomial

ay = k=0,1,---, M. (34)

approximation can be easily transferred into monomial ap- 08
proximation, and the coefficients of monomial approximatio N
can be directly calculated without explicitly formulatitigose o4r TN
Forsythe polynomials. Therefore, parasitic matriGe®, and _o2f / . ey
K can be represented in power seriesvof g AT TN .y
- e ~ _X—X=X
M M M ,_% ° k‘\xgx/ X/A X‘X‘X*KZ Z/@/ X\X\x X/
Gw) =Y Giw', Cw) = Ciw', Kw) =Y Kiw'. (35) g oz <
i=0 i=0 i=0 £ oalia A/ ! ~
[} B N
It is also straightforward to show that, C, and K can be & osfb —__ Sonnet
i i - v ---- M=3;N=4
transferred into power series ef= jw b Mod Nog
M o M o M o —<— M=5; N=6
G(s) =D Gis', Cs) =Y _Cis', K(s) = )_Kus", (36) : i 15 2
=0 =0 =0

Frequency (gHz)
where fork =0,1,2,---

Gt = Gur, G4k+1 = —Gant1, Fig. 3. DLSCF Percentage Error Curve.

g = —Gart2, G = jGak+3- 37 . : o o
e Az Skt = ISk S high accuracy with low-order approximation polynomials is

C;'s andK;’s in (36) can be obtained similarly. that, within 20gH z, the variation of parasitics with respect



to frequency is basically monotone instead of fluctuant. For
instance, the inductance decreases as frequency incraases
shown in Figure 2. It is the simple shape of the parasitic eurv
that makes low-order approximation possible.

Next, we apply WIFRIM to analysis a Power/Ground net-
work from a real IC design. Technologies in [7] are applied to
obtain the final time and frequency domain information after
the first twenty moments are calculated by WIFRIM. Although
it is not necessary, sample frequencies are evenly distdbu
since one may interest in both the low and high frequency
domain responses.

To perform time domain analysis, we apply 1& step
voltage input at one end of the power line and test the regpons
at the other end. The waveforms with different sample points
and approximation orders are shown in Figure 4. To test the

50
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N
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---- M=3;N=4
—%— M=5; N=6

-150

1
0.2 1 5

Frequency (gHz)

Fig. 6. Phase Spectrum in Frequency Domain

five. Especially for the frequency domain response, WIFRIM
can produce almost indistinguishable results as shown in
Figures 5 and 6.

V. CONCLUSION

In this paper, we present a comprehensive frequency de-
pendent interconnect analysis methodology. First, op-chi
parasitics are extracted at sample frequencies by applying
an improved reluctance extraction algorithm. Those eleric
parasitics are utilized to construct approximation poiynads

144
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< 08f
b
S
g osr
ke
> 04l
0.2 —— Original
---- M=3;N=4
0.0: —x%— M=5; N=6
0.2 1 !
0 4 6

Time (nS)

by employing discrete curve fitting techniques. The obtaine
approximation polynomials are used by the WIFRIM algo-
rithm to calculate moments of arbitrary orders. Extensive
experiments demonstrate that this new interconnect aralys

Fig. 4. Time Domain Analysis

strategy is an accurate and efficient one to provide theeentir

frequency domain information.

frequency response, one current source is activated betwee
the power line and the ground line. We first extract and
analyze lumped circuit models at different frequenciesfand 1]
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