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Abstract

Delay, power, skew, area, and sensitivity are the most impor-
tant concerns in current clock-tree design. We present in this
paper an algorithm for simultaneously optimizing the above
objectives by sizing wires and buffers in clock trees. Our algo-
rithm, based on Lagrangian relaxation method, can optimally
menemize delay, power, and area simultaneously with very low
skew and sensitivity. With linear storage overall and linear
runtime per iteration, our algorithm is extremely economi-
cal, fast, and accurate; for example, our algorithm can solve
a 6201-wire-segment clock-tree problem using about 1-minute
runtime and 1.3-MB memory and still achieve pico-second
precision on an IBM RS /6000 workstation.

1 Introduction

Delay, skew, power, area, and skew sensitivity are the most
important concerns in current clock-tree design. With the in-
creasing complexity of synchronous ASICs, clock skew and
clock-signal delay have become important factors in deter-
mining circuit performance [2, 4, 10, 17]. Wire width process
variations during fabrication can significantly impact the de-
lay and skew; thus it is important to consider the sensitivity
of a design to inter-chip process variations [13]. As reported in
[7], power dissipation of a clock tree play a key role in overall
chip’s power dissipation. Therefore, it is desirable to simulta-
neously consider delay, skew, power, area, and sensitivity in
clock-tree design.

Algorithms for routing-tree optimization have been pro-
posed in much of the literature recently [3, 4, 5, 12,13, 15, 17].
The works in [3, 5, 12, 15] are designed for general routing
tree, hence they cannot handle clock tree issues such as skew
and sensitivity. Although [4, 13, 14, 17] consider sensitivity,
skew, and/or delay, most of these algorithms only size wires
and do not minimize power and area. Moreover, existing al-
gorithms suffer long runtime and large storage requirements.
For example, [13, 17] convert the skew minimization problem
into the least-squares minimization problem. However, due
to the storage and inversion of large gradient matrices, their
respective runtimes per iteration and storage requirements are
about cubic and quadratic in the problem size.

We present in this paper an algorithm for simultaneously
optimizing the above-mentioned objectives by sizing wires and
buffers in clock trees. Our algorithm, based on the Lagrangian
relaxation method, can simultaneously optimize delay, power,
and area with very low skew and sensitivity; it relaxes the con-
straints scaled with Lagrangian multipliers into its objective
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function and then iteratively solve the subproblems resulted
from dynamically adjusting the Lagrangian multipliers. Our
algorithm is extremely fast, economical, and accurate; it re-
quires only linear storage owverall and linear runtime per it-
eration for adjusting wire and buffer sizes. For example, we
can solve a 6201-wire-segment clock-tree problem in about 1-
minute runtime and 1.3-MB memory and still guarantee pico-
second precision on an IBM RS/6000 workstation.

2 Preliminaries
We use the following notations in this paper.

o 1 A clock tree with a driver wo at the root (source) and
a set of s sinks {N1, N2, ..., N}

e w;: i-th wire segment or buffer. w; is a wire segment
when 1 < ¢ < n, or a buffer when n +1<:<n+m or
1 =0.

o x;, l;: Size and length of w;, respectively.

o X: X =(x0,%1,%2,...,Tntm) 18 a wire- and buffer-sizin
? ? ? ? +

solution.

o p;: Resistance of wire per unit length at unit width, when
1 < ¢ < n; resistance of unit-size buffer, when ¢+ = 0 or
n+1<:<n+m.

e ¢;: Area capacitance of wire per unit square, when 1 <
t < n; capacitance of unit-size buffer, when ¢+ = 0 or
n+1<:<n+m.

e r;: Resistance of w;. r; &~ pil;/x;, when 1 < 1 < n;
ri & pif/r;, whenn+1<i<n+mori=0.

e ¢;: Capacitance of w;. ¢; = e;lix;, when 1 < 1 < n;
ci~exi, whenn+1<i:<n+mori=0.

e U;, L;: Upper bound and lower bound of the size of w;,
respectively, ie., L; < z; < U;, 0<1 <n+m.

e P;: All wires and buffers on the path from the source to
sink N; (including Nj).

o T;: All wires and buffers in the subtree of T rooted at w;
(excluding w;).

o parent(w;): Parent of w;.

o Child(w;): Set of w;’s children.

o Ans(w;): All wires or buffers on the path from w; to the
nearest upstream buffer or the root (excluding w,)

o Dec(w;): All wires, buffers, or sinks on the paths from
w; to the neighboring downstream buffers or sinks (ex-
cluding w;).

e R;: Upstream resistance of w;; R; = Zw e ans(wy) "It
3 s(w;
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o (;: Downstream capacitance of wy;

Ci = ijGDec(w,) (CJ + CJ) + ZNjGDec(w,) C~]7 where C~]
is the capacitance of sink N;, 1 <y < s.

o A: Area of a clock tree; A = Z:;l wil;
See Figure 1 for an illustration of R; and C;.

C,=C,+C +g +¢& _ w

downstream capacitance of e \\
s W, .
w\ / \ w oo
Ry= lo+ T + 1, /// l\\
1

upstream resistance of w

Source node \ T T T

Figure 1: Upstream resistance and downstream capaci-
tance.

wire

Figure 2: RC model for wire and buffer.

We use a distributed resistance-capacitance (RC) segment
to represent a branch of a clock tree (see Figure 2(a)). The dis-
tributed RC segment can be modeled as an equivalent lumped
w-circuit. The lumped resistance and capacitance of the =-
model of an RC segment w; are approximated by p;l;/z; and
e;xl;, respectively. We use the switch-resistor model to com-
pute buffer delays (see Figure 2(b)) and apply the Elmore
delay model [8] to approximate signal delays in a subtree.
Given a distributed RC routing tree T, its signal delay at
sink N; is computed by D; = Z %J) +
Ty C] —|— To Co.

wieri<in (0o
Zw]‘GP,,n+1$JSn+m

In practical CMOS applications, capacitive dissipation
(due to charging and discharging of load capacitances) usually
dominates the other types of power dissipation [5]. Hence, we
consider only the capacitive dissipation in this paper. Given
a clock tree, its power dissipation P can be approximated by
P = fCtotVfd, where f is the clock frequency and Cio: is the
total capacitance of the tree.

Clock skew is defined as the maximum difference in the
delays from the clock source to clock sinks; that is, the skew
of a clock tree, S = max;; |D; — D;|. Given wire width w,
the skew sensitivity, A, is defined as the maximum difference
between skews under varying values of w due to process vari-
ations [4]. The goal of sensitivity minimization is to find an
optimal w such that A is minimized.

This paper addresses the clock-tree wire- and buffer-sizing
problem, targeting multiple objectives such as delay, skew,
power, area, and sensitivity. We give the formulation for the
wire- and buffer-sizing problem as follows:

o The Clock-Tree Wire- and Buffer-Sizing Problem

Given: A clock tree T with the source Ny

and sinks {Ni, Na,...,

N.}, wire segments {wi, ws,

.,wyn}, buffers {wo, Wnt1, Wny2, yWntm}, Up-
per bounds {Uo,Ui,...,Upntm}, and lower bounds
{Lo, L1, .., Lntm}.

Objective: Iind an x that minimizes max;<;<. D, S, P,
A, and/or A.

3 Delay/Power/Area Minimization
We formulate the wire- and buffer-sizing problem for si-
multaneous delay, power, and area minimization as follows:
M Minimize
Subject to

oaDmaz + P +vA

Di(x) < Dyae, 1 <0 < s,
L; <z, <U;, 0<i<n+m,
Dpaz > 0,

where «, 3, and v are given constants. Note that Dpqz is
a variable we introduced to minimize maximum delay. As
shown above, there are two sets of inequalities. The first set
of s inequalities 1s used to ensure that every sink satisfies its
delay constraint. The second set of inequalities is used to
ensure that the size of every wire segment and buffer satisfies
its size constraints.

By dividing both sides of the delay, lower bound, and upper
bound constraints by Dnez, i, and U;, respectively, we can
rewrite these constraints as g’( ) <1, & <1, and &= <L
Hence M becomes a geometric programmlng problem ‘which
can be reduced to a convex programming problem by an ex-
ponential transformation [6]. However, since general geomet-
ric programming solvers usually involve gradient matrices in-
versions, their storage and runtime requirements are at least
quadratic and cubic in the problem size, respectively. There-
fore, it is desirable to develop an efficient algorithm for solving
this problem.

Our approach for solving M is based on Lagrangian relax-
ation [1, 9]. We relax the delay constraints into the objective
function by introducing Lagrange multipliers A;’s, 1 <1 < s,

one for each delay constraint Di(x) < Diyaz. We have the

Lagrangian-relaxation subproblem for M as follows:

aDmas + P+ 44+ Y Ni(Di(x
=1

L; <az; <U;, 0<i<n+m,

Dma.r >0~

M Minimize ) — Dimaz)

Subject to

For each A, let £(A) be the optimal objective function value of
M. Tt is well known that £(A) is a lower bound of the optimal
objective value of M [1, 9]. On the other hand, any feasible
solution of M is an upper bound of the optimal objective
value. Hence, we can use these two bounds to evaluate the
quality of a current solution and to determine the termination
criteria. By the Kuhn-Tucker theory [11] and the fact that M
is equivalent to a convex programming problem, we have the
following theorem.

Theorem 1 (x*,D},,.) is an optimal solution if and only if
there exists a vector X* = (A}, A3, ..., A}) such that

(1) Z;=1 A =a;
(2) ¥ (Di(x*) = Dhas) =0,1 <4 < s;
(3) Di(x*) = Diaw <0,1 <0 <s;



(4) X >20,1<i<s;
(5) ¥ = min (U, max (L;, ®;)),

pittiCy
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where ®; =

7
o
wi€Ans(w;) I

po = fe V2, and :ZNjeT, A;,0< i< n+m.

Based on the above analyses, we need to find x* and \* to
solve Problem M. Once A;’s are assigned, we can compute
x" based on Theorem 1(5). Hence we can adopt a two-level
approach to solve this problem: In the outer loop, we dynami-
cally adjust sink weights A;’s; weight associated with each sink
is proportional to the signal delay of the sink. In the inner
loop, we find an optimal wire- and buffer-sizing solution for
the given A;’s. With this in mind, we present the Lagrangian-
relaxation-based algorithm shown in Figure 3; the algorithm
iteratively adjusts the multipliers based on the delay infor-
mation associated with sinks and solves the corresponding
Lagrangian relaxation subproblems. Our algorithm runs in
O(pgn) time using O(n) storage, where p is the number of it-
erations (A3—A6)in OWBA, and ¢ is the number of iterations
(S2-83) in LRS. Empirically, the overall runtime approaches
linear. We have the following theorem.

Theorem 2 Algorithm OWBA converges to a global optimal
solution.

Algorithm: OWBA (Optimal Wire- and Buffer-sizing Algorithm)
Al. Let k=0, 2, =L;, 0<i<n+m.
A2, X, =1/s,1<i<s.
A3. Call Subroutine LRS.
A4. Recursively compute all sink delays D;’s; let
D pae = max;(D;(x)).
A5 Adjust sink weights X;’s according to the formula
A= A+ 05(Di(x) — Dmaz), 1 <i < 5,
where stepsize 0 satisfies limg_yoo 0 = 0 and ijl f; — oo.
A6. k=k+1.
A7. Repeat A3—-A6 until D e — £(A) < error bound.

Subroutine: LRS (Lagrangian-Relaxation Subroutine)

S1. Compute all the wire-segment weights in a bottom-up

manner using the formula: p; = Zw eCnita(w,) A
i i

S2. Compute the downstream capacitance in a bottom-up man-
ner using the formula C; = ijecmld(w,)(cj +¢j).

S3. Traverse the clock tree in the dept-first-search order;
During visiting w;, keeping other wire and buffer sizes fixed,
compute R} = Rparent, + Hparent,Tparent,, C1 = piCi, and

. piC!
z; = min | U;, maz | L;, ot e Al
T 13

S4. Repeat S2-S3 until no improvement.

Figure 3: The optimal wire- and buffer-sizing algorithm.

4 Skew and Sensitivity Minimization

By definition, clock skew S = maz; ;|D; — D;|. To re-
duce clock skew, we need not only to reduce signal delays but
also to balance delays. We have the following formulation to
minimize clock skew:

oD maz + BP + YA+ 6(Dpazx — Diin)
Di(x) £ Dmaz, 1 <1< s,

Di(x) 2 Dmin, 1 <4 <05,

L; <z, <U;, 0<i<n+m,

Dmaz >0, Dpyin > 0.

: Minimize
Subject to

Since M1 introduces negative coefficients, it is no longer a ge-
ometric programming problem and hence there is no guaranty
of convexity. For a non-convex problem, global optimal solu-
tion may not easily be found. We resort to the the following
heuristic approach.

Following the Lagrangian relaxation procedure, we relax
the delay constraints by bringing them into the objective
function with associated Lagrange multipliers X;’s and o;’s,
1 <1 < s, where A; and o; are the Lagrange multipli-
ers associated with the delay constraint D;(x) < Dyae and
D,‘(X) > Dinin, respectively. We have the Lagrangian relax-
ation subproblem for M1 as follows:

M1 Minimize aD e + BP + A+ 6(D o —

ZA,(D,(X) — Dias) + Zo,(Dmm - D:i(x))
i=1 i=1

L;<z; <U;, 0<i<n+m,
Daz > 0, Dpin > 0.

Dopin) +

Subject to

Hence by repeatedly solving the Lagrangian relaxation sub-
problems, we can minimize clock skew.

Sensitivity is used to measure the influence of produc-
It can be measured by the first derivative
of the signal delay with respect to wire or buffer size which

c .. ..
Prz+|. Restricting the sensitiv-

tion variations.

can be shown to be |e;R; —

ity of every wire and buffer to l[;e smaller than A,,q.., we get
le: Ri — P;—Sl| < Apas. In our algorithm, we dynamically add
the followilng constraints into Step S3 of LRS during execu-
tion:

r; < min (U,,max (L,, s,}%ﬁ%

PiCi >0

Z Y

) yif eiRi —

2
ﬁ)) Jif eiRi — 5 <o,

While the above approaches reduce skew and ;ensitivity,
they also tend to increase delay, power, area, and runtime at
In fact, we observe that Algorithm OWBA
already significantly reduces skew and sensitivity while op-
timizing delay, power, and/or area. Since Algorithm OWBA
tends to allocate higher weights to sinks with longer delay and
smaller weights to the ones with shorter delay. Consequently,
the longer paths get more resources than the shorter ones.
This effect directly balances the delays between different sinks
and hence reduces clock skew. We observed that OWBA is a
good heuristic for sensitivity minimization as well. To see this,
let us consider delay minimization (ie. a = 1,8 = v = 0).
Our algorithm essentially iteratively sizes all buffers and wire
segments, one at a time (in Step S3 of LRS) while keeping
the sizes of all other buffers/wire segments fixed. It can be
proved that S3 not only optimally size a buffer/wire segment,
it also simultaneously minimizes the sensitivity with respect

r; > min (U,,max (L,,

the same time.

to average delay.



Ckt # Delay (ns) Skew (ps) Amaz(10_15sec/um) Runtime Storage | Error
Nodes Initial | Final | Reduce% Initial | Final | Reduce% Initial | Final | Reduce% (sec) | (kbytes) (ps)
rl 533 0.775 0.161 481 64 16 400 7.96 0.53 1501 3.50 148 0.2
r2 1195 2.108 0.379 556 221 12 1842 15.86 0.65 2436 13.38 280 0.4
r3 1723 3.376 0.572 590 154 36 427 20.58 0.68 3039 17.25 388 0.6
r4 3805 9.087 1.376 660 716 92 778 42.13 1.48 2850 54.87 812 1.4
r5 6201 15.864 2.312 686 974 102 955 63.51 2.06 3085 67.04 1300 2.3
Avg - - - 595 - - 691 - - 2582 - - -
Table 1: Experimental results in delay, skew, and sensitivity.
. 800 T T
5 Experimental Results S
We implemented our algorithm and tested on the five cir- 700 B
cuits r1-r5 used in [16] on an IBM RS/6000 workstation. wol ]
The per micron resistance and capacitance used are 3m$2 and
0.02fF, respectively. The lower and upper bounds for wire 500 1 ]
widths are 1pgm and 10um, respectively. Table 1 lists the 8
. . . . . 2 400 | b
names of the circuits, numbers of wire segments in the cir- g
cuits, delays, skews, sensitivity, runtimes, and storage require- 300 1
ments. It shows that our algorithm, on the average, reduced ool |
the respective delay, skew, and sensitivity by 595%, 691%, and
2582% after wire-sizing. Further, our algorithm is extremely 100 1
fast and economical. For example, for the circuit r5 with 6201 o : ‘ : : : : : : ‘
0 5 10 15 20 25 30 35 40 45 50

wire segments, our algorithm needed only 67-second runtime
and 1.3-MB storage to achieve 2.3-ps precision. In Figure 4(a)
(Figure 4(b)), the runtime (storage) requirement (represented
by the vertical axis) is plotted as a function of the number of
wire segments in a circuit (denoted by the horizontal axis). It
shows that the runtime and storage requirements of our algo-
rithm approach linear in the number of wire segments. Figure
5 shows the relationship among the maximum delays (D,mw)7
the value of the £(\), and clock skew at each iteration. The
horizontal axis and the vertical axis represent the number of
iterations and Dyaz, L(A), and skew (in pico second), respec-
tively. The gap between Dp,ar and L£(A) is the error bounds
of our algorithm.

Runtime Storage
7 Bl T T T T T
1.2- -
60 N
= 50+ | o 1.0- h
g 2
2 401 N o 0.8 B
& 2
g 30 N g o4 g
=
20r - 04 4
101 N 02 i
1 1 1 1 1
1 2 3 4 5 6 1 2 3 4 5 6

3
Number of wire segments x 10

(b)

Number of wire segments x %0

(CY

Figure 4: Runtime and Storage requirements.
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